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Abstract: This paper introduces the PI-link protocol, a standardized communication protocol
inspired by Internet architecture, to address the foundational challenge of reachability in the
Physical Internet (PI). Drawing on the analogy of the Internet Protocol (IP), the Pl-link
protocol enables dynamic, resilient interconnection across independent logistics networks.
Unlike optimization-focused approaches that assume a pre-established PI, this research
develops a scalable protocol facilitating ad-hoc communication and shipment flow, even under
disruptions. The protocol’s feasibility and effectiveness are validated through a simulation
based on real-world logistics data from Vietnam. By emphasizing interoperability,
standardized data exchange, and decentralized operation, this work contributes a critical
building block for operationalizing the PI and sets the stage for future research in dynamic
routing and logistics network integration.

Keywords: Physical Internet, Protocols, Protocol Stack, Interconnection, Internet, Agent-based
simualtion, TCP/IP, Reachability.
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1 Introduction

Logistics networks are challenged by fragmentation, limited interoperability, and rigidity in the
face of disruptions. While current systems can handle predictable, pre-planned flows
efficiently, they often collapse under unexpected disturbances, prompting costly and inefficient
manual interventions. These ad-hoc workarounds, such as emails and phone calls to find
alternative transport options, lack coordination, scalability, and responsiveness. The Physical
Internet (PI), introduced by Montreuil (2011), aims to overcome these limitations by fostering
a dynamic, interoperable network-of-networks. Through seamless interconnection of logistics
systems, the PI promises improvements in efficiency, resilience, and sustainability.

Central to the vision of the PI is the notion of dynamic rerouting, enabled by standardized
communication protocols analogous to those that underpin the Digital Internet. This paper
focuses on the foundational requirement of reachability, the ability to deliver any physical
shipment from any origin to any destination across independent logistics networks.
Reachability is a prerequisite to optimality. Before routes can be optimized, the system must
first be capable of establishing connections across network boundaries. As such, addressing the
reachability problem represents the first step towards a PI (Dong & Franklin, 2021).
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The Internet provides a compelling template for addressing this challenge. Its architecture,
particularly the Transmission Control Protocol/Internet Protocol (TCP/IP) suite, offers lessons
in how standardized protocols can enable resilient, large-scale communication across
autonomous systems. The Internet Protocol (IP) achieves reachability by assigning unique
addresses, supporting packet fragmentation, and enabling dynamic, decentralized routing
through interoperable mechanisms. Drawing from these principles, recent developments in the
Cyber-Physical Internet (Wu et al., 2025) advocate the integration of Internet-based models
into logistics system design.

Despite considerable research on routing optimization, containerization, and collaborative
transport mechanisms within the PI domain, most contributions assume that a functioning PI
network already exists. This assumption overlooks the crucial challenge of establishing such a
network and the necessary mechanisms and processes for its operation. This is more of an
engineering challenge than an operations research (OR) problem. Engineering often deals with
physical structures and processes, while OR provides a framework for optimizing those
structures and processes using mathematical models.

To develop the PI-link protocol (PILP), we follow the idea of the IP and follow formal
communication protocol design methods (Bochmann & Sunshine, 1980). Subsequently, we
demonstrate the protocol’s feasibility and effectiveness through an agent-based simulation built
on real-world logistics data from Vietnam. By focusing on functionality rather than
optimization, the paper establishes the protocol as a foundational enabler of the PI, laying the
groundwork for future research into higher-layer services such as cost-based routing or carrier
assignment.

In sum, this research contributes to the operationalization of the PI by offering a scalable and
implementable protocol solution for dynamic interconnection. It addresses the overlooked yet
fundamental question of how to ensure that shipments reach their destination across
independent networks, thereby making a critical first step toward a truly resilient and adaptive
logistics system.

The remainder of this paper is structured as follows. Section 2 reviews existing research on PI
protocols, identifying key differences, limitations, and introducing the reachability problem
from a literature-based perspective. Section 3 outlines PI-link protocol through a five-step
framework. Section 4 presents a case study to test the protocol’s functionality and demonstrate
its contribution to improving reachability. Finally, Section 5 concludes the paper with a
summary of findings, limitations, and directions for future research..

2 Literature review

2.1 Pl protocols

Early PI protocol research (e.g., Sarraj et al., 2014) drew on Internet models to highlight benefits
like improved fill rates and reduced emissions, though scalability remained a challenge.
Gontara et al. (2018) addressed this with a scalable routing protocol inspired by the Internet’s
Boundary Gateway Protocol (BGP), while Lafkihi et al. (2019) and Briand et al. (2022)
introduced incentive-driven cooperation and auction-based assignment to improve efficiency.
Other studies proposed dynamic consolidation (Shaikh et al., 2021), hyper-connected parcel
networks (Orenstein & Raviv, 2022), and decentralized routing with privacy safeguards (Sun
et al., 2024).

Resilience under disruption has been another key focus. Yang et al. (2017b, 2017a) and Nouiri
et al. (2020, 2021) demonstrated that PI models outperform traditional supply chains by
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maintaining service levels and reducing emissions and costs during disruptions. Peng et al.
(2021) highlighted the trade-offs between flexibility and lead time in integrated systems.
Achamrah et al. (2023) proposed a reactive routing protocol enhancing PI resilience via
centralized coordination.

Previous literature on the PI has largely focused on its anticipated benefits and on solving
routing optimization problems under constraints like consolidation and transport assignment
(Wu et al., 2025). However, as the PI scales, problem complexity increases, and real-world
uncertainties reduce the applicability of such solutions. Practical challenges, such as sourcing
shipment data or tracking costs across networks, remain unresolved and must be addressed to
implement routing mechanisms effectively.

Another limitation is the common assumption that intelligence lies within the PI network itself,
requiring nodes to make routing decisions dynamically. This differs from the Internet model,
where intelligence is host-based and routers forward packets based on simple rules (Comer,
2013). This Internet-inspired structure (decentralized, resilient, and protocol-driven) suggests a
promising template for the PI. Like the Internet, the PI should not micromanage internal node
operations or impose centralized control but instead rely on shared standards and protocols for
seamless interoperability across self-managed networks.

Protocol frameworks inspired by Internet architectures have been proposed by Montreuil et al.
(2012), who introduced a PI protocol stack based on the OSI model. Dong & Franklin (2021)
later referenced the five-layer DoD model used in Internet design, categorizing PI tasks
accordingly. More recently, Wu et al. (2025) advanced the Cyber-Physical Internet (CPI)
concept, which separates cyber and physical domains to enhance logistics via Internet-like
principles. Their research agenda emphasizes digital infrastructure, intelligent automation, and
interconnectivity. Wu et al., (2024) applied CPI in the Greater Bay Area, using mechanisms
aligned with the Internet’s link and transport layers. However, scalable core protocols like
TCP/IP have not yet been proposed (Wu et al., 2025). Dong & Franklin (2021) suggest reducing
complexity by dividing PI operations into two problems: reachability and optimality. They
argue that the reachability problem, how to send a shipment from A to B, should be addressed
first, operationally managed at the Link and Network layers.

2.2 Reachability problem

Reachability, a concept from graph theory, defines whether a path exists between two nodes in
agraph G = (V,E), where V is a set of nodes (vertices) and E a set of edges (Diestel & Diestel,
2000). Graphs can be undirected, where connections are symmetric, or directed, where
relationships are one-way. This distinction influences whether a node v can be reached from
another node u via a defined path.

The concept has been foundational in computer networks, especially since the early
development of ARPAnet (Cerf & Kahn, 1974). To ensure reliable inter-network connectivity,
the Internet Engineering Task Force developed TCP/IP, with the IP addressing the reachability
problem. IP assigns unique addresses and enables routing using a datagram model, where
packets travel independently. It also manages fragmentation for networks with varying
transmission capacities to enable connection of disparate networks through standardized
addressing, routing, and communication mechanisms, enabling reachability of any node.

What is needed to solve the reachability challenge for the PI is a similar protocol. Besides
reachability, a similar protocol could enable a collaborative, dynamic and interconnected
network-of-networks that provides redundancy, a key factor for robustness and resilience
(Ezaki et al., 2022), by allowing certain components to take over the functions of failed ones
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without compromising system performance (Wan et al., 2018). In the practical context of a
transport system, this translates into the availability of alternative routes between origins and
destinations, allowing rerouting as an operational contingency strategy to ensure reachability
even in case of disruptions (Tomlin, 2006).

In logistics, various international agreements function similarly to protocols, standardizing
flows and ensuring the smooth transfer of goods across global networks (Dong & Franklin,
2021). These include frameworks such as Incoterms, customs agreements, international modal
regulations, and postal agreements, which collectively support efficient cargo movement
worldwide. While these factors represent key logistical considerations for addressing
reachability, they do not encompass the full scope of challenges. Given that the PI aspires to
mirror the principles of the Internet, it is essential to also account for reachability factors from
anetworking perspective. The structure and functionality of the IP, when adapted to the specific
requirements of logistics, have the potential to provide a foundational framework for
establishing seamless interconnectivity within the PI. By leveraging insights from IP, a more
robust and scalable approach to reachability in logistics can be developed.

3 PIl-link protocol definition

In developing our protocol, we build upon the Cyber-Physical Internet (CPI) model introduced
by Wu et al. (2025). Specifically, we extend their conceptualization of the Physical Internet
Protocol (PIP) and its integration within the CPI architecture. While our research aligns with
the overarching vision proposed by Wu et al. (2025), it advances their framework by offering a
more detailed and operational protocol for interconnection, analogous to the specification of
the IP outlined in RFC 791 by Postel (1981).

Understanding complementary architectural layers is essential (Bochmann & Sunshine, 1980).
The TCP/IP suite is based on the five-layer DoD model (Clark, 1988; Comer, 2013), and we
analogously reference the upper and lower layers around the PILP. In the PI, a future PI-control
protocol, similar to TCP, would manage end-to-end shipment flows (Dong & Franklin, 2021;
Hofman et al., 2017; Montreuil et al., 2012). Above this, the cyber-physical system (CPS) layer
interfaces with users. Below, the physical layer corresponds to transport means like vehicles
and sorters, akin to the Internet’s physical infrastructure. See Appendix 1 for a visual
comparison.

To define the PILP, we follow the protocol definition framework outlined by Bochmann &
Sunshine (1980). Their approach consists of the following five main steps.

Step 1: Defining the purpose of the layer

The purpose of the network layer is the establishment of an interconnected network that enables
end-to-end shipment flow in a dynamic manner. This is done by the interconnection of two
nodes, one in network A and one in network B. The PILP supports the establishment of such a
network of networks. These independent networks, referred to as Autonomous Systems (AS)
in the Internet (Leiner et al., 1985), have been adapted to the logistics domain in Gontara et al.
(2018).

Step 2: Specifying the service of the layer

The network layer establishes the functional and procedural mechanisms necessary to ensure
that shipments can be routed both within and across independent networks while maintaining
the specified level of service (Montreuil et al., 2012; Wu et al., 2025). Additionally, it

continuously monitors shipments as they move through the PI, detects routing deviations,
mitigates potential disruptions, and identifies real-time routing opportunities to optimize
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efficiency. To enable the services of this layer, certain functions must exist such as addressing,
fragmentation management, cost tracking and prioritization.

Step 3: Identifying the service provided by the lower layer.

Beneath the network layer (where the PILP operates) are the link layer and the physical layer.
The link layer incorporates the link interface, which facilitates integration with the operator’s
internal operational systems (e.g., a transport management system). This interface enables
communication between the PI network and node-internal operations, ensuring that local
transport processes can align with the standardized requirements of the broader PI architecture.

The physical layer is concerned with the physical movement of the shipment through
transportation means. It provides essential digital services to support the protocol such as
provision of delivery information and collection of information from business processes or
through IoT and RFID devices installed on the physical shipment or transportation means
(Brunetti et al., 2024; Montreuil et al., 2012; Pan et al., 2021; Wu et al., 2025).

Step 4: Detailing the internal structure of the layer

The primary role of the network layer in the PI is to ensure forwarding of shipments, which
relies on a variety of supporting functions. At the core of these functions is the PILP, serving a
foundational role similar to that of the IP within the Internet architecture (Comer, 2013; Kurose
& Ross, 2017). On the Internet, the network layer includes auxiliary protocols (e.g, Open
Shortest Path First (OSPF), Routing Information Protocol (RIP), etc.), which support the
operation of the services of this layer.

Step 5: Describing the protocol

To explain the protocol, we first outline the network layer’s service primitives and how they
operate across a transport chain. We then specify the protocol’s functionality from a technical
systems perspective to support its integration into node-level software (e.g., ERP, WMS, TMS),
similar to IP in routers. Finally, we present the detailed header specifications.

Network layer service primitives

The functional description of PI-nodes is inherently conceptual, as each node or network
operates according to its own internal business processes. As a result, protocol supporting
functions such as routing and consolidation may be implemented differently by each node.
However, these functions receive information from the PILP service. A service specification
typically uses a set of service primitives to abstractly define the operations available at the
service interface (Bochmann & Sunshine, 1980). Thus, all nodes are required to adhere to
standardized procedures for wrapping, monitoring and unwrapping information carried by, or
to be carried by, the PILP. Please find a figure on this process in Appendix 2.

Wrapping is the process of preparing the PILP information package initiating the movement of
shipment(s) between nodes. This is done after a load has been constructed (e.g., consolidation
of several shipments), the route has been determined (based on local node procedures), and the
assignment to a proper transportation means and carrier has been performed by the node.! The
shipment information package, which forms the primary data carried by the PILP, contains
particular information on the items being carried in the load. This information can be encrypted
and is never accessed by the PILP, which is only concerned with ensuring that the load reaches
the next node and the details of the transport trip itself. When wrapping, the node fills the

! These are operations subject to the node/network operator and not the PI link protocol.
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wrapper field with all necessary information and sends the physical load out on the link
accompanied by the PILP message. A visualization can be found in Appendix 3.

While the load is in transit, its progress is actively monitored, and the costs incurred are
continuously tracked and recorded (note that this monitoring is performed via either a system
timer, active loT, or some other mechanism feeding information to the PILP). Upon arrival at
the next node, the protocol message is unwrapped (the unwrapping process), which involves
extracting and examining the wrapper’s information (not the internal wrapped message unless
the node has been authorized by the consignor to do so). This includes load data (see below),
the cost objectives set for the load and link, and the actual costs incurred during transit. The
node then conducts a critical comparison between the cumulative actual costs and predefined
target costs. The predefined target costs are provided by the control layer.

Further processing of the collected information is done on the control layer. However, in case
of out-of-bound situations (i.e., too high costs, disruptions, etc.) the node may consider
requesting additional advice from the control layer on how to proceed. After the wrapper is
fully analyzed it will be cleared, and the shipments within the load are subject to the node’s
operational procedures preparing the shipment for its next leg in moving towards its destination.
Once the shipment has been prepared for its next movement, a new wrapper is instantiated, and
the link process starts again.

The process begins with an order, which is assigned a shipment header containing relevant
order details. When multiple such shipments are consolidated and wrapped with a link header,
they form a load.

Header formats

Origin Lat Destination Lat

Destination Lon

Order number Dimensions i Priority
: Postal address (1SO 19160)

Link header

o Shipper Weight Requirement t

nt header(s)

Shipme

Figure 1: Headers

The protocol’s core is the link header, which comprises a PI-link wrapper encapsulating one or
more shipment headers, along with their orders. This structure is inspired by the Internet
Datagram Header (Postel, 1981)°. The wrapper contains link-specific information necessary for
the loads’ movement across a particular link, while the order details facilitate the shipment’s
journey across multiple links to its final destination by providing receiver information. The
wrapper addresses the requirement for consolidation, by providing a summary of the shipment
requirements, and the requirement for interoperability as the wrapper format should be
understandable by all stakeholders in the shipment process.

The addressing requirement is fulfilled by including GPS coordinates (latitude and longitude)
for the link’s origin and destination, forming a precise and standardized routing scheme as
suggested by Gontara et al. (2018). Each wrapped order also contains the full postal address,

2 Readers are encouraged to refer to Postel (1981) for detailed technical descriptions of the IP for comparison with
the following PILP descriptions. To conserve space, we will not explicitly relate subsequent PILP descriptions to
the IP analogy.

Research Contribution 6



Addressing the Reachability Problem in the Physical Internet

revealed upon unwrapping for final delivery. Adopting standards like ISO 19160 (S42) supports
interoperability, where wrapper addresses define a geographic point and order addresses specify
detailed delivery information (e.g., street, floor, recipient). This mirrors how IP addresses locate
a network, while MAC addresses identify individual devices within it (Comer, 2013).

Shipments often have varying requirements, while transportation modes and networks possess
differing capabilities. Ensuring compatibility between these requirements and capabilities is
essential for achieving reachability. To address this, the wrapper requirements field includes all
relevant requirements, such as refrigeration and careful handling, ensuring they are met during
transit. In addition to requirements, dimensions and weight are critical for planning and
consolidation according to limited transport mean capacities.

Fragmentation becomes necessary when a subsequent network or transportation mode cannot
accommodate the size of a shipment. To support this process, the load wrapper includes two
dedicated fields for managing fragmentation.® The first is a binary field (true/false) indicating
whether fragmentation is permitted. If fragmentation occurs, a second field provides an array
with three values: the original shipment number, the fragment’s sequence number, and the total
number of fragments. This structure enables reconfiguration at subsequent nodes.

The priority field is defined both at the shipment level and for the overall load within the
wrapper by an integer value between 1 (lowest) and 3 (highest), indicating the shipment’s
processing preference. The wrapper’s priority reflects the highest priority among the individual
shipments within the shipment. This priority can be dynamically adjusted during transit.

Both the order and load levels include fields for dimensions and weight, with the shipment-
level values representing the aggregated totals of the associated orders.

To address the cost tracking requirement, the wrapper collects the costs that are occurring on
the link. These costs refer to monetary costs, time and emissions (Dong & Franklin, 2021).
Disruptions along the link will influence the costs occurring on the link. Therefore, the wrapper
also provides a dynamic adjustable field to track the disruption state (e.g., delayed by
congestion, rerouted, etc.).

Lastly, the shipment header specifies for each order an order number and shipper field. Those
fields are relevant to identify the order and call back to the shipper (or its representative human
or logistics agent) in case of disruptions or unplanned situations (Montreuil, 2011)

4 Case study

In this case study, we aim to demonstrate that the proposed protocol effectively facilitates
reachability within a logistics network. Additionally, simulation is used to identify and mitigate
potential design errors during the development phase (Bochmann & Sunshine, 1980). The
foundational assumption underpinning this analysis is that all participating nodes within the
network have adopted and implemented the protocol. Under this condition, we illustrate that
shipments can reliably reach their intended destinations not only during steady-state operations
but also under disrupted scenarios, and that this is achievable with only a marginal increase in
associated costs.

The network utilized in this case study is constructed on a GIS-based map, reflecting empirical
data provided by a major German logistics service provider (LSP) operating in Vietnam.

3 These fragmented transports should not be mistaken for split deliveries, (e.g., Dror et al., 1994) where an order
is delivered to a customer in multiple separate shipments over time. In contrast, fragmented transport splits a
shipment into smaller units that take different routes and are reassembled before final delivery.
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Vietnam's logistics landscape is predominantly shaped by two major economic hubs: the Hanoi
region in the north and the Ho Chi Minh City region in the south. Accordingly, the majority of
network nodes are concentrated within these regions. See Appendix 4 for a visual overview.

Inbound flows originating outside of Vietnam are modeled as entering the country either
through land border crossings or via the seaports located in Hanoi or Ho Chi Minh City.
Outbound flows directed to domestic consignees terminate at their respective receiving nodes,
whereas shipments destined for international consignees are assumed to exit the network
through the aforementioned seaports.

For the sake of simplicity, all transport within the network is assumed to occur via road freight,
specifically using trucks. Each of the two economic centers has two central warehouses (in our
model). These warehouses serve as key transshipment points, receiving goods from domestic
and international suppliers and coordinating the distribution of shipments to both domestic and
international destinations.

4.1 Simulation model

The simulation model uses AnyLogic's multi-agent system with a discrete-event approach to
capture interactions between nodes with distinct behaviors (Lee & Kim, 2008; van der Zee,
2006). Custom Java code supports model extensions and external data integration. The network
model is constructed using inbound and outbound flow data from the warehouses. Based on the
observed flows, the network comprises four distinct types of nodes: Supplier Nodes are the
starting points of shipments, receiving orders and initiating outbound flows. Transfer Nodes act
as forwarding hubs, handling consolidation and fragmentation at locations such as
consolidation centers and seaports. Warehouses receive inbound shipments, store them
temporarily, and dispatch new outbound shipments when triggered by orders. They can serve
as both origins and destinations, thus making a process break. Receiver Nodes mark the end of
the shipment journey, accepting final deliveries and completing the transport process.

Each node is characterized by a set of operational attributes that influence routing decisions.
These include specialized handling capabilities—such as the ability to accommodate cooling
requirements or hazardous materials—and capacity constraints. Under steady-state conditions,
node capacity is assumed to be utilized at 80%. Once a node reaches full capacity (100%), it is
no longer able to accept additional inbound shipments, although it may continue to dispatch
outbound shipments, thereby reducing its utilization level.

Nodes may also experience disruptions that completely suspend their operations. In such cases,
neither inbound nor outbound flows can be processed. Furthermore, each node is equipped with
a fleet of truck agents responsible for executing deliveries. These trucks operate on a round-trip
basis, returning to their respective home nodes without carrying backloads. The operational
capabilities of each truck mirror those of its home node, ensuring consistency in service
provision throughout the network.

As previously outlined, the proposed protocol does not define optimal routing, consolidation,
or carrier assignment strategies; instead, it enables these functions by establishing a
standardized foundation. Therefore, in order to demonstrate the protocol’s capabilities, we
implement these supporting functions using a straightforward yet effective logic. Since these
functions are inherently dependent on the characteristics of the flows they manage, we present
them in conjunction with the flow types modeled in the simulation. The simulation captures
four primary flow types:

e Supplier to Consolidation Center: Single-order shipments are routed to the nearest
consolidation center using the supplier’s truck fleet.
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e Consolidation Center to Warehouse: Orders with matching requirements are
consolidated (up to 2 TEU) and sent to predefined warehouses using available trucks.

e Seaport to Warehouse: Shipments arrive in 2 TEU containers and are split into | TEU
units due to truck capacity limits, then routed to the destination warehouse.

e Warehouse to Receiver or Seaport: Outbound orders are consolidated (up to 2 TEU)
and delivered to either domestic receivers or seaports for international transport.

Consolidation within all nodes is governed by a timeout mechanism. If orders remain in the
node beyond a predefined threshold without reaching the conditions for consolidation, they are
dispatched individually as single order loads to avoid excessive delays.

The flows in the simulation are modeled to be universal, rather than tailored to specific
products. However, at selected points in the simulation, we introduce product-specific
parameters to illustrate the application and effectiveness of the protocol’s specifications. For
instance, certain flows are designated as requiring temperature-controlled transport. This
cooling requirement is encoded in both the order and link headers, thereby constraining the
options for consolidation and limiting the selection of eligible nodes to those capable of meeting
the specified handling conditions. This demonstrates how protocol-defined attributes can guide
and automate routing decisions in response to operational constraints.

To ensure accurate cost tracking based on real-world scenarios, we use truck speed and cost
data from Briand et al. (2022).

4.2 Reachability demonstration

We first demonstrate the concept of reachability using a case study example, followed by
supporting functions that address real-world logistics constraints. Figure 2 shows a simplified
network with four nodes: N5 (supplier), N108 (default consolidation center), and N12
(destination warehouse).
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Figure 2: Fundamental reachability demonstration

When N108 is disrupted, N5 must identify an alternative. The simulation output shows order
28826 initially wrapped into load 29633 for N108. With N108 out of service, N5 evaluates
N107 by checking capability, status, and capacity. This illustrates how the protocol supports
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dynamic rerouting by considering constraints like node functionality and utilization. At N107,
the order would be unwrapped, re-consolidated, and included in load 30410 for delivery to N12.

Ensuring reachability during disruptions typically leads to higher costs. As shown in Figure 3,
cumulative transit times increase when disruptions occur. These values reflect only in-transit
durations, excluding node lead times. In steady-state conditions, shipments follow optimal
routes based on time, cost, and emissions. Disruptions, however, require alternative paths to
maintain reachability, often resulting in additional time, cost, and emissions.

Disruption period

08 |||I
O‘I“‘ ||“|‘||||||

Orders

Timeinh
o o
& [}

o
[N)

Figure 3: Orders transit time mapping

As previously discussed in the context of rerouting, the requirements field of a load plays a
critical role in identifying appropriate substitute nodes. Similarly, this field is essential for
effective consolidation processes. Nodes are assumed to consolidate orders to maximize
utilization of transportation resources. Consolidation is carried out based on matching
requirements, shared destinations, and dimensional compatibility. Specifically, consolidated
shipments must not exceed a total volume of 2 TEU. Figure 4 provides an illustrative console
output demonstrating how two loads were successfully consolidated according to these
parameters.

CONSO
-

zzzNz Z

Figure 4: Console output consolidation

Another critical feature supporting reachability is the protocol’s ability to handle shipment
fragmentation. In cases where network segments lack the capacity to accommodate a 2 TEU
shipment, splitting the shipment into smaller units becomes necessary to preserve network
inclusivity within the reachability graph. Figure 5 illustrates a console output where an order is
divided into two parts to conform to the capacity limit of a 1 TEU transportation unit. Each part
is wrapped and transported as an independent load. To enable reassembly at the destination, the
“Fragment” field in the link header specifies the original order number, the sequence of the
fragment, and the total number of fragments. Dimensions and weight are proportionally
allocated to each fragment..

2 DIME

NS:1.0 WEIGHT:81.76982748312508

Figure 5: Console output splitting

Research Contribution 10



Addressing the Reachability Problem in the Physical Internet

5 Conclusion

This paper contributes to PI research by addressing a fundamental gap: the absence of
operational mechanisms to solve the reachability problem. While prior research has largely
concentrated on the optimality problem, how to consolidate, route, or assign resources within
an already functional PI, this study takes a necessary step back. We propose and evaluate the
PILP, a standardized protocol inspired by the IP, designed to enable shipments to be
dynamically routed across decentralized and fragmented logistics systems.

The PILP is built on the principle of digitally wrapping shipment and load information in
standardized headers that contain universally interpretable data essential for routing. This
structure allows nodes to forward shipments based on a shared understanding of protocol-
defined fields.

However, as most research, the approach has some limitations. First, it assumes full protocol
adoption across nodes. Second, it depends on the future development of supporting protocols,
for end-to-end routing, cost estimation, node state communication, etc. Third, it lacks a concrete
system-level implementation strategy, currently relying on the assumption that a CPS would
manage execution. Adoption challenges also persist. Unlike the Internet’s early days, logistics
is not a white space, it has entrenched processes that are suboptimal yet functional, making
change more difficult.

Thus, future research should extend this foundational work by developing complementary
protocols and testing implementations in real-world settings. However, the PILP offers a critical
building block toward a resilient, interoperable, and scalable PI.
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Appendix 1: Internet TCP/IP model and analogous PI layer model
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Appendix 4: Network Vietnam and economic regions

Research Contribution 15



Digital twins for inland waterways: Innovative approaches to monitoring and forecasting water levels,
navigability, and infrastructure maintenance.

Digital twins for inland waterways: Innovative approaches to
monitoring and forecasting water levels, navigability, and

infrastructure maintenance.
Tammo Martens?, Bjorn Kramer! Ebrahim Ehsanfar! and Sohith Dhavaleswarapu?
1. Fraunhofer Institute for Material Flow and Logistics IML, Dortmund, Germany
Corresponding author: tammo.maertens@iml.fraunhofer.de

Abstract: This paper deals with the application of digital twin technology in new and innovative
ways for the upscaling of inland waterway management in terms of the monitoring and
forecasting of water level, navigability, and infrastructures maintenance. Developed as part of
the Horizon Europe project CRISTAL, the Water Level Twin, Buoy Twin, and Lock Twin were
implemented. All bring forth important data insights from predictive modeling of water levels
to real-time environmental monitoring by smart buoys and proactive maintenance management
of locks by acoustic sensors. All of these developments aid improved decision-making for
operators to improve security and efficiency in inland waterway transportation. Integration of
machine learning models facilitates accurate forecasting of navigability, addressing challenges
introduced by fluctuating water levels and environmental factors. This research reveils the
potential for digital twins to transform inland waterway infrastructure management so that it is
more climate change resilient and sustainable. The findings validate the effectiveness of digital
twin systems in providing actionable intelligence for infrastructure operators, culminating in
the creation of intelligent transport networks.

Keywords: Physical Internet, Digital Twins, Machine Learning, Inland Waterway Transport,
Prediction Models, Intelligent Buoys, Digitalised Locks, Predictive Maintenance.

Physical Internet (Pl1) Roadmap Fitness: Select the most relevant area(s) for your paper
according to the Pl roadmaps adopted in Europe and Japan: /7 Pl Nodes (Customer Interfaces,
Logistic Hubs, Deployment Centers, Factories),// Transportation Equipment, &7 Pl Networks, &7
System of Logistics Networks, /7Vertical Supply Consolidation, /7Horizontal Supply Chain Alignment,
&J Logistics/Commercial Data Platform, /7Access and Adoption, 7Governance.

Targeted Delivery Mode-s: &7 Paper, //Poster, [7Flash Video, Z7In-Person presentation

1 Introduction

The combination of digital technology with essential physical infrastructure systems has
transformed the planning, observation, and management of key transportation networks
globally. Digital twins (DT) represent a particularly innovative and useful technology for the
resilience and sustainability of inland waterway systems, which are increasingly challenged by
climate change and aging asset infrastructure. This paper discusses innovative implementations
of digital twins in inland waterways, based on monitoring and forecasting water levels,
navigability, and infrastructure maintenance as part of the Horizon Europe project CRISTAL.

Digital twins imply a significant transformation in the design, development, and management
of physical assets and systems in a growing digital environment. VanDerHorn and Mahadevan
(2021) define a digital twin as "a digital representation of a physical entity that tracks lifecycle
data and live status that are connected in an ongoing manner." This connection allows for both
digital and physical twins to share data in real-time to monitor, simulate, and make decisions
based on that information. Although the idea first surfaced in the 1970s and 1980s in the
automotive and aerospace industries, Michael Grieves did coin the term "digital twin™ with his
presentation on product lifecycle management at the University of Michigan in 2003 (Grieves
and Vickers, 2016).
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The evolution of digital twins has gone through a number of stages, ranging from simple
simulation models to advanced systems possessing autonomous, self-learning capabilities (Qi
etal., 2021). Kritzinger et al. (2018) proposed a classification framework for developing digital
twins which distincts between digital models (no automatic data exchange), digital shadows
(one way data flow from the physical to digital), and true digital twins (automated data
exchange in both directions). This classification supports understanding of the varied
implementation where maturity differs in applications.

A digital twin system consists of different types of technologies. At its essence, a digital twin
refers to three main elements: the physical object in the real world, a virtual representation of
that object in a digital space, and the digital connections between the two objects. These
connections usually involve multiple layers of data acquisition technology, including loT
sensors, remote sensing platforms, and telemetry, that allow for real-time monitoring and
synchronizing capabilities that define true digital twins. (VanDerHorn and Mahadevan, 2021)
Digital twin technology has been applied across all infrastructure sectors. In urban planning,
digital twins help to improve infrastructure projects and services, by modeling and simulating
transport networks and public services. Additionaly, digital twins can offer great value in
transportation by modeling traffic flows to enhance traffic management and deploy predictive
algorithms (Rudskoy et al., 2021). In construction and building, Thuhaise et al. (2023) describe
multiple uses of digital twins including projects being managed in a more efficient manner and
being monitored, predictive maintenance, and the collection and visualization of real-time data.
Transportation infrastructure is a promising domain for digital applications. In this context Di
Wau et al. (2025) analysed that most digital twin system in transportation infrastructure can be
classified by the area of use, which are 1) monitoring and control, 2) simulation and analysis
and 3) predictive maintenance and optimization.

For inland waterway transport (IWT) a good example for the use of digital twins is the study of
Wu et al. (2021). Their study presents a novel application of digital twin technology and 3D
video fusion for inland waterway safety management. The method consists of drone
photography, Building Information Modeling (BIM), multi-channel video, and Internet of
Things (1oT) sensors to establish a full-fledged 3D virtual environment of inland waterways.
The digital twin can provide a "God's eye view" of the situation, support automated video
patrols, and enhance emergency response.

Digital twins offer advantages for inland waterway infrastructure. An example are predictive
maintenance approaches, that identify possible failures to the infrastructure prior to actual
failure. Digital twins continuously assess sensor readings against historical behavior and
theoretical models to detect minute variations that may signal the start of a problem. This is
advantageous because digital twins support targeted actions to reinstate service by avoiding
disruption and reducing maintenance costs. (Jahangir et al., 2024, p.164)

Linked to predictive maintenance is the CRISTAL project. The CRISTAL (Climate Resilient
and environmentally sustainable transport infrastructure, with a focus on inland waterways)
Project represents an important European initiative to improve the resilience and sustainability
of inland waterway transport (IWT) infrastructure. Funded by the European Commission
through the Horizon Europe funding programme (Grant No. 101069838), the Project consists
of 15 partners from 9 countries that are working on innovative technologies to monitor transport
chains and integrating river transport into multi-modal systems. One of the project's key
objectives is "the development of inland waterway transport (IWT) and its infrastructure™. The
development of IWT addresses the issues, risks and uncertainty of climate change on the
reliability and capacity of inland waterways across Europe. (Lukasiewicz, 2022)

Digital twin technology plays a central role in the CRISTAL Project's approach to enhancing
inland waterway resilience. There are three digital twins (DT) with different functionalities and
focuses in the CRISTAL project. The DT Water Level calculates water levels in advance and
combines these with the navigability of the river section, the DT Buoy focusses on the

Innovation Contribution 2



Digital twins for inland waterways: Innovative approaches to monitoring and forecasting water levels,
navigability, and infrastructure maintenance.

transmission of data such as wind speed and water height and the DT Lock depicts a lock and
displays connected sensors and their results.

Digital Twin “Lock”

The Digital Twin (DT) developed for locks utilizes advanced acoustic sensors to monitor the
status of lock gates and detect potential malfunctions in their early stages. By analyzing the data
collected from these sensors, proactive maintenance measures can be implemented, which
significantly mitigates shipping delays. Furthermore, radar technology is employed to examine
wall structures, enabling a thorough assessment of the stability and safety of the lock
infrastructure. Both sensor technologies enable predictive maintenance, as a prediction
probability for a malfunction is made and, for example, with the AE system, a progression of
this value is visualised in the DT.

The Digital Twin “Lock” provides a possibility to attach informational documents related to
each lock, such as notices of closures due to repairs. It also integrates sensor data regarding the
condition of lock gates and walls. This comprehensive approach allows for the recording and
visualization of acoustic sensor data from lock gates, facilitating the transmission of pertinent
information and alerts to users and interconnected systems. Consequently, the likelihood of
mechanical failures can be assessed digitally at an early stage, preventing urgent interventions
when issues arise. Current developments are focused on employing a dedicated sensor system
that analyzes and interprets acoustic signals to monitor lock gates over an extended period.
The results obtained from these assessments can be transferred to the digital twin, where they
can be analyzed in conjunction with visual displays, triggering various alarm scenarios for
higher-level systems and users. This capability enables maintenance actions to be carried out
before a complete lock failure occurs (predictive maintenance based on sensors), thereby
preventing disruptions in shipping traffic.

Future applications may explore automatic analyses that establish connections between
different lock types. For instance, these connections could be utilized to adapt locks with similar
characteristics, such as construction year and gate specifications, providing early warnings of
potential issues in comparable infrastructures. In addition to monitoring lock gates, there is the
capability to examine the walls using radar technology, which allows for effective scanning of
wall structures and identification of possible anomalies.

DTk

Conca di Baricetta

hallure

Figure 1 DT Smart Monitor Lock — Lock Inspect

The findings from these analyses are also presented in the Digital Twin and made accessible to
infrastructure managers. The wall structures are categorized into different quadrants, with
various views such as images and videos provided. This approach enables a closer inspection
of the underlying structures, facilitating assessments of wall stability by identifying indicators
like water inclusions, air bubbles, or roots that may signal alterations in the original structure,
such as concrete degradation. Early detection through this assessment allows for timely repair
actions.
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Given that repairs typically entail closure periods, the Digital Twin for locks incorporates
functionality to manage this aspect as well. Users can specify the duration of closures and
integrate corresponding measures, including notifications regarding anticipated disruptions
leading up to the actual closure. This information is subsequently relayed to a higher-level
planning platform for shipping traffic, ensuring that relevant notices and warnings are
disseminated effectively. Due to the open and flexible architecture of the digital twins, it is also
possible to connect other sensor technologies and data sources. This would increase the range
of additional information and could also be economically viable, for example by measuring the
time of ship transfers and adding a cost factor.

Additionally, the Digital Twin “Lock” allows for the storage of supplementary documents and
information pertaining to the lock, repair measures, and more.

Digital Twin “Buoy”

The Digital Twin "Buoy" is an innovative software that connects to smart buoys to collect a
wide range of environmental metrics, including water depth, temperature, flow speed, and ice
cover thickness. This data is essential for planning navigation routes, particularly in challenging
conditions like low water levels or ice, which can impede navigability.

The primary goal of the Digital Twin "Buoy" is to gather diverse environmental data, enabling
maritime operators to assess current conditions and make informed predictions about future
developments. The system also visualizes this data, covering parameters like wind speeds and
temperatures, which are crucial for effective route planning. Additionally, the digital twin
system provides insights on ice thickness during winter, impacting shipping traffic. It aims to
predict future water level changes and navigability, aiding maritime operators in preparation.
A standout feature is the real-time monitoring of buoy locations via GPS, ensuring they remain
anchored and safe. This capability allows for efficient tracking and recovery efforts, with
visualizations on an interactive map to assist maritime traffic managers in issuing warnings to
nearby shipping traffic.

In a future application, a connection to the Digital Twin ‘Water Level’ is conceivable in order
to enable a prediction of water levels and ice problems. However, the first step is to collect the
relevant data in bulk in order to have the required basis. Here, too, this first form of DT.

In summary, the "Buoy Digital Twin" is a sophisticated tool that not only enhances the
understanding of environmental conditions affecting navigation but also provides crucial
support for planning and executing safe shipping operations in varying conditions. Through its
advanced data collection, visualization, and monitoring capabilities, it plays a pivotal role in
the future of maritime navigation and safety.

= (& DTBuoy (3 D757 supsrbuoyioperator | C+ Logout

Buoy Inspect

Figure 2 DT Smart Monitor Buoy — Deviating Position

Digital Twin “Water Level”

Within the broader digital twin ecosystem developed for inland waterway management, the
Water Level Digital Twin stands out as one of the most advanced and operationally significant
modules. Its primary function is to address the challenge posed by fluctuating river depth—one
of the key constraints in ensuring navigability and reliability of inland vessel traffic. Temporary
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or seasonal depth reductions can lead to route interruptions, underutilized cargo capacity, or
even complete inaccessibility of certain river segments. Traditional monitoring systems offer
limited foresight, often leaving planners and operators without the lead time necessary to adapt.
The Water Level Twin moves beyond real-time observation by introducing a predictive layer
into the system. Unlike other digital twins focused on fixed infrastructure elements, such as
locks and buoys, this module is designed to forecast future water conditions at selected critical
points along the river network. It integrates historical hydrological measurements, real-time
water level and discharge observations, and meteorological forecasts to anticipate short-term
developments in river depth. These forecasts are particularly important at shallow points, where
minor changes in water level can significantly impact navigability for vessels with larger drafts.
For each critical location, a dedicated predictive model is trained to estimate daily river depth
values and evaluate the probability of safe passage for different vessel classes. The models are
tailored to reflect the local hydrological characteristics and are continuously updated as new
data becomes available. The output is not limited to numerical forecasts: the system also
provides direct navigability assessments by comparing forecasted depth values with minimum
draft requirements for each ship class.

All relevant outputs are integrated into a dedicated interface (Figure 3), designed for use by
waterway operators, port authorities, and logistics planners. One of its central features is a
navigability matrix, which visualizes forecasted conditions using a color-coded risk scale—
green for navigable, red for restricted. This matrix helps users quickly identify time windows
and vessel types at risk. Additional charts display the temporal evolution of water levels and
discharge at each point, while contextual indicators, such as current flow rates and recent
fluctuations, enhance interpretability. Importantly, the Water Level Twin does not operate in
isolation. It is designed to function as part of an interconnected system of digital twins,
alongside modules for locks, vessels, and environmental sensing. This modular yet integrated
architecture enables a coordinated view of inland waterway operations and supports strategic
decision-making at both local and network-wide scales. Rather than reacting to emerging
bottlenecks, operators can now proactively plan vessel movements, adjust load factors, or
reallocate capacity based on reliable short-term forecasts.

The methodology used for water depth forecasting and navigability risk estimation is described
in chapter 3. It includes a comparison of machine learning models, model selection criteria, and
the approach used to translate forecasts into navigational feasibility assessments per vessel
class.

Po River Digital Twin: Real-Time Navigability and Water Level Forecast

Figure 3 Interactive interface displaying forecasted water depths, navigability status by vessel class, and hydrological trends

2 System Architecture
Before the implementation of the digital twins began, the project, or more precisely the
responsible work package, first dealt with the technical concept and the associated issues of a
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digital twin. The subject of the scientific investigations were topics relating to 10T devices and
their connection and communication, comparable developments of DT, e.g. in the SPHERE
(European Commission) research project and the topic of architectures of digital twins in
general and with a focus on security aspects. Full information and further details can be found
in Deliverable 5.1 ‘Technical Concept of a Digital Twin’ of the CRISTAL project.
With regard to the architecture, it was found that layer models in a wide variety of forms
essentially play a role for DT. In 2022, Boyes and Watson (Boyes & Watson 2022) compiled
and listed several variants, starting with a 3-layer architecture through to a 6-layer
implementation with the physical, ingestion, persistence, inference, service and consumption
layers (Mostafa et al. 2021). Of course, there are other approaches and, as time goes on, further
concepts will develop, especially depending on the requirements and the form in which the
digital twin is to be created. Above all, the ‘intelligence’ of the DT and the way in which real
time data is processed should be considered.

The requirements were analyzed and identified before the project entered the implementation
phase in this work package. Doing the requirements engineering, the requirements have been
defined with the help of the methodology VOLERE, which can be found in the middle of an
artefact- and a process-oriented approach. The prioritization methodology has been MoSCoW
in order to obtain an assessment of the importance of the respective functionalities from the
outset. Based on the exchange with the teams of the three different pilots, the technology
provider and the higher-level platform different use cases have been defined as well.

Based on all the information at the beginning of the project, the findings of the state-of-the-art
analysis and the developed requirements a 4+1-layer architecture (Figure 4) has been chosen
with a “Data Visualization Layer”, a “Data Processing Layer”, a “Semantic Layer”, a Security
Layer” and a “Data Acquisition Layer” which can be found outside the DT because with the
“Data Broker” there is a separate solution for exchanging the data between the DT and the
sensor technologies.

The aim was to develop an architecture that was as open and customisable as possible in order
to create services that were as scalable as possible. There is a loose coupling between the
backend and the frontend, which makes it relatively easy to replace the frontend, for example.
In addition, the DTs are able to receive and send data, depending on the case, and the interfaces
are designed in such a way that they are also easy to expand and new ones can be added.

In the course of the project, the pilots and technology providers made further adjustments to
take account of the findings. The changes to the requirements for the digital twins were also
incorporated and fed back into the architecture. For example, communication with the front end
also takes place with the help of web sockets in order to better fulfil real time requirements.

Digital Twin Components.

Figure 4 Updated Digital Twin Software Architecture
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3 Machine learning water level prediction

This segment introduces a forecasting framework for inland waterway navigation that leverages
machine learning to predict water depth at any point along the waterway and assess navigability
at that location. In this study, data from 158 critical shallow points on the River Po in northern
Italy are used to estimate navigation risks for different ship classes based on their draft
requirements. These predictions form the core of the Digital Twin Water Level designed to
support river transport operations under varying hydrological conditions.

The framework is applied to all 158 shallow points—areas where low water levels are most
likely to impede navigation. For demonstration, the paper focuses on three representative sites:
Piacenza, Monte P.Te Revere, and Cavanella, which are located upstream, midstream, and
downstream, respectively, offering a better view of the model’s performance across diverse
river segments.

The key objectives of this segment are to describe the data sources and structure used for
training and evaluating the machine learning models; to outline the forecasting setup for the
daily water level predictions and to explain how the predicted depths are used to assess
navigational feasibility for various ship classes. A primary contribution related to this topic is
presented in (Villani et al. 2024).

Data Sources and Scenario Setup

The forecasting models are trained using a combination of hydrological, geographical, and
logistical datasets. The core hydrological variables include historical time series of river depth,
discharge rates, and upstream water levels, primarily obtained from the Italian River Agency
(AlIP0). These variables serve as both input features and forecasting targets in the model.

The River Po is divided into several navigable branches, each associated with a group of these
points. The Figure 5 shows this segmentation, highlighting the structural layout of the waterway
used in this study.

oot P g
ey 4
s

Figure 5 Segments of the River Po located between the inland waterway ports, with critical points plotted as dots.

Each branch represents a stretch of the river where navigability is monitored and managed
independently, making branch-level forecasts relevant for local decision-making.
To translate predicted water depths into navigation insights, the model incorporates a vessel
classification system based on draft—the minimum required water depth for safe passage. The
Table 1 summarizes the ship classes and their respective draft-to-tonnage ranges.

Table 1 Classification of vessels by draft depth and corresponding cargo capacity ranges for Class IV and Class V ships.

DRAFT

v CLASS IV(TON) CLASS V(TON)
From To From To
140 370 620 790 880
160 620 750 880 1,060
180 750 870 1,060 1,230
200 870 1,000 1,230 1,410
220 1,000 1,130 1,410 1,600
250 1,130 1,320 1,600 1,860
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This classification enables the model to estimate navigational risk for each ship type by
comparing forecasted depths with the draft thresholds. For each shallow point and time step, a
probability of safe passage is calculated, forming the basis for proactive navigation planning.

Forecasting Methodology and Model Selection

Each model is trained on a multivariate time series comprising three hydrological features: (1)
river depth at the forecast location (cm), (2) local discharge rate (m3/s), and (3) upstream
water level relative to sea level (cm), obtained from the nearest upstream station. These
variables are selected for their strong influence on fluvial dynamics and navigation
conditions. Prior to training, the data are normalized and structured into fixed-length sliding
windows with a 14-day lookback period to capture relevant temporal patterns.

The river depth forecasting task is approached as a multivariate time series regression
problem, with the aim of predicting daily water depth at critical shallow points along the
waterway over a 14-day forecast horizon.

To evaluate predictive performance, four model classes are implemented. These include Long
Short-Term Memory (LSTM) networks, which are capable of modeling long-range temporal
dependencies; Gated Recurrent Units (GRU), a computationally simpler variant of LSTM; the
Long- and Short-Term Time-series Network (LSTNet), which integrates convolutional and
recurrent layers along with skip connections and an autoregressive component for improved
multiscale learning; and Vector AutoRegression (VAR), a classical linear time series model
used as a baseline. Each model is trained using an 80%-20% training-validation split, with the
final 14 days of the dataset held out for testing.

Compared to standard LSTM, LSTNet offers a hybrid architecture that captures both short-term
fluctuations via convolutional layers and long-term temporal dependencies via recurrent units,
with additional skip connections and an autoregressive component to better model periodicity
and linear trends (Lai et al., 2018). In this study, the innovation lies in adapting the LSTNet
structure to multivariate hydrological data and tuning it for spatially distributed shallow points
in inland waterways. This includes custom preprocessing steps, adjusted sequence windows per
location, and domain-specific integration into a digital twin pipeline for river depth forecasting
and navigational risk assessment.

Model performance is assessed using the Root Mean Square Error (RMSE), measured in
centimeters, to quantify the deviation between predicted and actual depth values. To enhance
the performance of the LSTM model in particular, a hyperparameter optimization process is
carried out using the FLAML AutoML framework (Wang et al., 2021). The search space
includes the number of LSTM units, number of layers, activation function (ReLU or Tanh),
batch size, and number of training epochs. The optimal configuration for each location results
in a three-layer bidirectional LSTM followed by a dense output layer.

The trained models generate daily forecasts of river depth at each critical point, which are then
passed into the navigation risk estimation framework. This step translates the forecasted depth
values into probabilistic assessments of navigability for different ship classes, enabling
operational decision-making in inland waterway transport.

The likelihood of navigability at a critical river point is assessed using a statistical method based
on historical river depth data and forecasted values. The probability is calculated using the
following formula:

pluav) Number of days where Depth = Minimum Depth Class and Q < Qs

cr.point —

Total number of days where Q < Q,ps

This formula estimates the probability at each critical river point that the river is navigable for
a given ship class at a specific observation point. Here, the numerator counts the number of
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historical days when the water depth exceeded the required minimum draft for navigation (e.g.,
140 cm in current setting) and the river depth required for the ship class Q was less than or
equal to the observed or forecasted depth Qobs . The denominator is the total number of
historical days with depth Q < Qobs . This probability, calculated for each ship class, is then
used to assess navigation feasibility over a 14-day forecast horizon at locations.

Experiment Setup

The models are evaluated using daily data from Piacenza, Monte P.Te Revere, and Cavanella.
For each site, the final 14 days are used as the test set, while the remaining records are split 80—
20 into training and validation subsets. Input sequences include recent values of river depth,
discharge, and upstream water level.

To ensure robustness, a 20-fold cross-validation is applied to the training and validation sets.
Performance is averaged across folds to account for data variability and improve
generalizability. Final model accuracy is measured using RMSE on the 14-day test horizon.
Forecasted depths are then used to estimate navigability probabilities for various ship classes,
enabling practical, risk-based decision support.

Results

This sub section presents the performance of the forecasting models across the three selected
shallow points along with the corresponding navigability assessments. Accuracy is measured
using RMSE (cm), and training time is included for context.

As shown in Table 2, LSTNet consistently delivers the best forecasting accuracy, achieving the
lowest RMSE across all locations: 13.78 cm in Piacenza, 25.21 cm in Revere, and 23.75 cm in
Cavanella. It also balances performance with moderate training time.

Table 2 Performance Comparison of Forecasting Models (Daily Data)

Model Téa:/legé? (II:\R)’?\\/IIZE) i&v&gga Training Time (S)
LSTM (Vanilla) 28.06 27.13 29.41 High
LSTM (Tuned) 14.48 19.69 24.26 Moderate
GRU 14.67 26.99 24.42 Moderate—High
LSTNet 13.78 25.21 23.75 Moderate
VAR 26.77 36.09 37.03 Very Low

Table 3 Performance Metrics Across Multiple Draft Depths evaluated on the Piacenza dataset using the LSTNet model

Class True Negative False Positive False Negative True Positive Accuracy Precision Recall F-measure
draft_140cm 129 12 20 1156 0.98 0.99 0.98 0.99
draft_160cm 364 20 41 892 0.95 0.98 0.96 0.97
draft_180cm 594 28 43 652 0.95 0.96 0.94 0.95
draft_200cm 757 31 41 488 0.95 0.94 0.92 0.93
draft_220cm 878 31 50 358 0.94 0.92 0.88 0.90
draft_250cm 1039 16 49 213 0.95 0.93 0.81 0.87

As shown in Table 3, the confusion matrices elements generated on Piacenza validation set as
an example, for each draft depth (140cm, 160cm, 180cm, 200cm, 220cm, and 250cm) and the
corresponding performance metrics (accuracy, precision, recall, and F1-score) demonstrate
strong predictive performance of the model for navigability classification. The matrices reveal
a high true positive and true negative rate for each draft class, with very few false positives and
false negatives. This is further supported by the consistently high values of accuracy (above
95% for most drafts), precision, and recall across all depths. Notably, the F1-scores, which
balance precision and recall, remain high, indicating the model's effectiveness in handling the
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class imbalance and making accurate predictions. These results suggest that the model is
reliable for forecasting navigability at different draft depths, making it a robust tool for risk-
based decision support in the digital twin water level.

The practical value of the forecasts is demonstrated through the navigational risk assessment,
where predicted depths are compared against vessel draft thresholds. Figure 6 show the
probability of safe navigation over the 14-day forecast window for Revere shallow point as an
example. Green bars indicate days with safe shipping, while red marks highlight risk periods
for ships with higher draft requirements.

2021-10-24 2021-10-25 2021-10-26 2021-10-27 2021-10-28 2021-10-29 2021-10-30 2021-10-31 2021-11-01 2021-11-02 2021-11-03 2021-11-04 2021-11-05 2021-11-06
99.258392 99.258392 99185598 99.185598 9 265 99.061265 98.905530 98.905530 98.905530 98.674110 98.674110 98.905530 99.061265 99.258392

96.370023 96.370023 96.013716 96.013716 4 94.642857 94.642857 94.642857 93.510119 93.510119 94.642857 95405138 96.370023

(R TTUEPR TP PETO ETLTTR LETE TETEUTT 78.283410  78.283410 78283410 73.691556  73.691556  78.283410 18 85284934

200 69.398907 69.398907 66.395199 66.395199 54.838710 54.838710 54.838710 45.289602 45.289602 54.838710 69.398907
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Figure 6 Predicted navigability probabilities over a 14-day forecast horizon at Revere

These insights are particularly important for Class IV and V vessels, which require depths
between 140-250 cm depending on tonnage.

4 Conclusion

In conclusion, this paper provides an overview of the applications of digital twin technology in
inland waterway management, with specific attention paid to the CRISTAL project. The
establishment of the Water Level DT, Buoy DT, and Lock DT not only illustrates the potential
of digital twins but also their capability to advance the monitoring, predicting, and maintenance
of crucial infrastructure. These instruments provide real-time data and forecasting that allow
operators to make knowledgeable decisions, hence improving the safety, efficiency, and
resilience of inland waterway transport systems.

The Water Level DT, developed with robust machine learning functionalities, facilitates safe
river depth prediction for ensuring navigability in the face of fluctuating water levels. Its
predictive modeling is able to solve the problems caused by environmental uncertainty and
climate change that assist operators in handling vessel movement management in advance along
with cargo optimization capability.

Similarly, the Buoy DT enhances environmental monitoring by gathering different metrics and
providing operators with useful information regarding navigation conditions. Monitoring
environmental changes in real-time using smart buoys is essential for route planning and
operational safety.

The Lock DT is a critical enabler of proactive maintenance management, utilizing acoustic
sensors to monitor lock infrastructure. Reliable early detection of possible breakdowns not only
minimizes shipping delay but also extends the lifecycle of critical assets, thereby lowering
overall maintenance costs.

As digital twin technology continues to develop, its use on inland waterways will expand, and
the possibilities for further innovations in the management of transport infrastructure will
increase. Further research must be conducted to continue refining these models, making them
more integrated and finding new ways to link them with new emerging technologies. Ongoing
developments in digital twin systems hold great promise for the revolutionizing of inland
waterway management, enabling such critical transportation routes to be both sustainable and
efficient in fulfilling existing and future needs.
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Abstract: The Eurozone faces growing economic and environmental challenges, with supply
chain disruptions causing losses of over EUR 112.7 billion in 2021. Climate change,
geopolitical risks, regulatory shifts, and infrastructure weaknesses strain intermodal freight
transport, highlighting the need for digital solutions to enhance resilience and efficiency.

This paper examines key challenges in intermodal freight transport, including disruption
triggers, network vulnerabilities, and inefficiencies in disruption management. Extreme
weather, and capacity shortages impact both performance and sustainability. Using the Total
Quality Framework (TQF), the research includes interviews with 23 stakeholders from 10
countries, focus workshops, and surveys. The analysis reveals shortcomings in real-time data
integration, interoperability, and disruption response. Regulatory fragmentation and low digital
maturity hinder resilience strategies. Addressing these gaps requires harmonized data
frameworks, improved interoperability, and the use of collaborative digital platforms.

The Horizon Europe project ReMuNet leverages intelligent algorithms and digital platforms to
enhance multimodal networks, optimize route planning, and improve disruption response,
contributing to the vision of the Physical Internet.
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1 Introduction

The Eurozone faces growing economic and environmental challenges, with supply chain
disruptions causing losses exceeding EUR 112.7 billion (Ollagnier et al., 2022). Climate
change-driven disruptions are increasing, forcing companies to prioritise resilience (Bocksch,
2020; Brandt, 2021).

This paper builds on insights from the Horizon Europe project ReMuNet — Resilient
Multimodal Freight Transport Networks, which enhances resilience, sustainability, and
adaptability in logistics using digital technologies. It promotes standardisation, collaboration,
and SME integration, fostering a more connected and sustainable freight network (von Stamm
etal., 2024). Organisational challenges and low digital maturity hinder disruption management,
causing delays and financial losses. Strengthening resilience requires robust systems, flexible
responses, and adaptive learning. This paper assesses the current intermodal freight ecosystem,
identifies challenges, and outlines digital solutions to enhance resilience.
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2 Background Information and Definitions

2.1 Resilience of Freight Transport Networks

The term “resilience” originates from the Latin word “resilire”, meaning “to rebound” or “to
spring back”. It is generally defined as the ability to quickly return to a previous positive state
after encountering problems (Cambridge Dictionary, 2024b). “Resilience determines the
persistence of relationships within a system and is a measure of the ability of these systems to
absorb changes of state variables, driving variables, and parameters, and still persist” (Holling,
1973). A resilient system can absorb disruptions, adapt to changes, and recover quickly while
maintaining its core functions (Clement et al., 2021; Holling, 1973). Key characteristics include
adaptability, flexibility, agility, redundancy, robustness, and learning (De Marchi et al., 2023;
Morisse and Prigge, 2017). Resilience focuses on short-term functionality and recovery,
complementing long-term sustainability goals (Brundtland et al., 1987). In the context of freight
transport, “a resilient freight transport network minimises disruption-related impacts on
network performance in terms of both intensity and duration, along with minimising the system
recovery time” (von Stamm et al., 2024).

2.2 Disruptive Events in Intermodal Freight Transportation

Since resilience refers to the ability to recover from a disrupted system state, a “disruption” can
be defined as an “action that prevents something, especially a system, process, or event, from
continuing as usual or as expected” (Cambridge Dictionary, 2024a). In relation to the logistics
sector, a disruptive event can therefore be defined as any planned or unplanned interruption or
change to the operation of a transport network that causes effects such as delays, blockages or
closures (Schiffling et al., 2024). The effects of these disruptive events can vary in terms of
geographical extent and duration. Depending on their operational focus, disruptions can occur
in the physical infrastructure, but also at the interface between the physical infrastructure and
the information level where (digital) information exchange happens (Schiffling et al., 2024).
Disruptions can be categorised into nine dimensions shown in figure 1.

Natural Disaster Tecggicl)lljorgelcal Regulatory Changes Security Incidents

* Customs Procedures

« Earthquake » Power Outage Environmental « Cyber Attack « Road traffic Collision
* Flood « Signal Failure Regulations « Terrorism « Derailment

Health Emergencies Capacity Shortages Geopolitical Crisis Extreme Weather Economic Slowdown
e
« Animal Disease Constraints » Trade Dispute * Extreme Cold Confidence

Figure 1: Categories of Disruption and its causes (based on Schiffling et al., 2024)

2.3 Freight Transport Modes

The “transport mode refers to the way in which [...] goods can be transported* (European
Commission, 2025). Multimodal and intermodal transport both involve multiple transport
modes but differ in the coordination and management of these modes. Multimodal transport
refers to the movement of goods using at least two different modes of transport under a single
transport contract (Gronalt et al., 2019). In intermodal transport on the other hand each transport
segment has to be organised with an individual contract (Rodrigue, 2018). In practice, the first
and last legs are typically handled by road freight, the main leg by mass transport modes like
rail or ship, with terminals serving as transfer points. In this paper, both terms are considered
interchangeable when discussing the combination of different modes of transport.

Research Contribution 2
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2.4  Solution Hypothesis

The authors hypothesise that contributing to network resilience while maintaining sustainability
can be achieved by optimally leveraging the strengths of different transport modes in intermodal
freight transport networks. A significant contribution can be achieved by leveraging digital
technologies, such as the Physical Internet (PI), to enhance responsiveness and adaptability,
enabling improved cross-stakeholder communication and fostering collaborative solutions.

3 Methodology

This research applies the Total Quality Framework (TQF), a comprehensive approach ensuring
valid and useful qualitative study designs (Roller and Lavrakas, 2015). TQF follows three
phases: Data Collection, Analysis, and Reporting (figure 2).

Data Collection Analysis Reporting
Scope | Data Gathering Processing | Verification
e — I — R —
Credibility Analyzability Transparency
Completeness and Accuracy Completeness and Accuracy ) Comp_lete_ness and
of the Data of the Analysis Disclosure in final Document
Usefulness: Ability to do Something out of Outcome

Figure 2: Total Quality Framework (based on Roller and Lavrakas, 2015)

3.1 Data Collection

The scope of this research is to identify key disruption triggers and their impacts on the
intermodal transport network. With further consideration of the existing challenges in the
logistics industry, requirements are first derived from the findings of the disruptions and
challenges. These are then used to identify potentials for intermodal network resilience. For this
purpose, semi-structured interviews and workshops were conducted with 23 key stakeholders
from ten European countries, including (digital) logistics service providers, carriers (road, rail,
inland waterways), freight forwarders, multimodal operators, and terminal operators (see
Annex 1). An online survey complemented the interviews, validating key aspects (see Annex
I1). Both methods focused on four main topics (table 1): stakeholder profiles, logistics
disruptions, industry challenges, and potential solutions or requirements.

Table 1: Topic specific question focus

General What are the main activities of the company and what are its economic key value propositions?
Which customer segments does the company serve and what data is exchanged?
Di . Which disruptions affect the company the most or most frequently and what challenges does it face
isruptions . -
in overcoming them?
What are the main challenges that the company faces in its operations and how have they been
Challenges
addressed so far?
Needs and How can digital solutions contribute to better disruption management and what has hindered
Requirements implementation so far?

3.2 Analysis and Reporting

After data gathering, statements were analysed using an inductive approach. Thematic analysis
identified recurring issues, providing a structured yet flexible interpretation. Results were
systematically structured within the research framework. Disruption triggers, impacts, and
challenges were analysed, leading to derived needs and requirements. Finally, potentials for
enhancing intermodal transport resilience were identified. Informed consent was obtained, and
confidential disclosures were excluded, ensuring ethical integrity and trust.

4 Disruptions in Intermodal Transport

Research Contribution 3
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The triggers for disruptive events identified in the expert interviews and workshops were
analysed considering the categorisation of Schiffling et al. (2024). Impacts were mapped to the
elements of the transport network, depending on whether a disruption affects a node, an edge
or the entire network (figure 3).

Challenges in Handling Disruptions

Operational Level Information Level

Disruption Triggers

Accidents and Technical
Failures

Infrastructural Network

Edges Lack of Standardisation and
Construction, Maintanance Challenges for Rail = Oln:erannp earra blis|?t;/0n an

Natural Disasters and Weather Challenges for Inland
Conditions waterway
Human Resources and
Organisational-related Factors

Lack of Data Quality and
Availability

Nodes Challenges for Road

Network (intermodal)

Challenges for Terminals Lack of Regulatory
and Ports Requirements

Needs and Requirements

Harmonisation and System Usability and . Data Infrastructure and Collaborative Analysis and
Technological Advancement Management Efficiency Resources and Workforce

Improving Resilience by Addressing Requirements

Figure 3: Key Challenges in Disruption Handling and Requirements for Digital Solutions

Physical infrastructure triggers include accidents and technical failures like signal or point
malfunctions, causing closures and reduced capacity, especially in rigid systems such as rail
and inland waterways (IP 3, 9, 13, 16). Construction and maintenance often disrupt operations
through delays, line closures or port congestion (IP 16, 19). Capacity is further strained by
equipment damage or staff shortages (IP 9, 16). Natural disasters are increasingly disruptive
due to climate change (IP 8, 9, 13). Organisational triggers stem from human resource issues
like strikes or protests, blocking key routes and terminals (IP 16). Geopolitical factors such as
conflicts, sanctions, or political shifts hinder corridors and impair infrastructure, as seen in the
Ukraine war and tensions in grain trade (IP 4, 16). Non-EU memberships or diverging policies
interrupt inland waterway continuity (IP 6). Regulatory disruptions arise from shifting legal
frameworks, inconsistent border checks or trade rules, causing inefficiencies (IP 6, 16). For
instance, COVID-19 restrictions heavily limited road freight, while Brexit added customs
delays (IP 15, 9)

5 Challenges for Intermodal Transport Stakeholders

Beyond disruptions, various challenges hinder transport efficiency and resilience. Challenges
specific to edges, nodes, and the network are analysed, along with those related to information
standardization, interoperability, data quality, and regulations (figure 3).

5.1 Challenges affecting Edges
5.1.1 Rail Transport

The rail network is highly inflexible, making re-routing difficult during disruptions, which
often escalate quickly into widespread delays and congestion (IP 3). A single incident can
trigger cascading effects, and restoring normal operations takes significant time: “If there's a
disruption during transportation, it has a huge impact on the entire transport network. [...] The
problems scale up to even bigger problems in a very short time [...] it takes a long time to get
the systems back to normal operation.” (IP 3). Capacity is already exhausted leaving no room
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for additional freight or surges in demand, underscoring the urgent need for infrastructure
upgrades (IP 5). According to IP 5 ,the rail is completely utilised; you can't put any more on
the rail at the moment” (IP 5). Cross-border transport is further complicated by regulatory
fragmentation and the lack of interoperability. Unlike road freight, rail requires country-
specific locomotive licenses, driver certifications, and language skills, which add complexity
and reduce competitiveness (IP 16). Inconsistent train identification also poses a barrier as
operational train numbers differ between operators and countries, making tracking difficult (1P
12). A unified European train ID has been proposed to address this, but no solution has yet been
implemented (IP 12).

5.1.2 Inland Waterway Transport

Inland waterway transport suffers from restricted flexibility due to its fixed infrastructure and
closed system design (IP 3). Waterways offer less adaptability than road transport, as vessels
cannot deviate freely or dock anywhere. They rely on ports and locks as access points, limiting
operational flexibility (IP 3). This strict reliance on existing structures renders the system
vulnerable to disruption and delay. In the event of unforeseen circumstances, such as technical
failures, flooding or low water levels, it is not possible to divert ships at short notice. This
restricts the ability to react and makes operations more challenging (IP 3). Outdated
infrastructure is a major obstacle to inland waterway transport (IP 3). Many locks, signalling
systems, and draught measures are no longer fit for purpose and lack proper maintenance or
modernisation (IP 3). The coordination of international efforts is a major challenge for cross-
border waterways: “The issue for us is not only that the [...] national territory plays a role in
navigability, but also all the downstream member states” (IP 6). Varying regulations and
infrastructure conditions across countries, especially on waterways like the Danube, make
reliable navigation dependent on political decisions downstream (IP 6).

5.1.3 Road Transport

The reliance on road transport as a contingency for rail transportation presents challenges
(IP 8). Rail disruptions drive up road demand, requiring up to three times more lorries. This
shift strains capacity and hinders sustainability (IP 8), as road transport emits 7.5 times more
greenhouse gases per ton-kilometre than rail (Statista, 2024). Road transport is highly sensitive
to fluctuations in the economic cycle (IP 2). During downturns, increased supply lowers
transport prices, drawing customers from rail to road. Road freight’s price sensitivity makes it
less stable and more vulnerable to short-term economic shifts (IP 2).

5.2 Challenges affecting Nodes (Terminals/ Ports)

Capacity bottlenecks often emerge at these nodes rather than along the transport routes (IP
19). When terminals become congested, cargo cannot be moved in or out efficiently, limiting
the system’s overall performance. Slot management is another major issue. Terminal time slots
are not integrated into the centralized rail network and remain uncoordinated by infrastructure
providers (IP 2). Although IP 12 emphasizes the need to align terminal slots with main transport
routes, such harmonization is difficult due to jurisdictional limitations (IP 12). Delays or train
cancellations at terminals reduce resource utilization and trigger knock-on effects across the
entire network (IP 3). Coordination and communication gaps further affect efficiency. While
construction and maintenance projects are announced in advance, their full implications are not
always clearly communicated (IP 2). IP 21 also notes unrealistic expectations during planning:
companies often place orders without understanding operational constraints, leading to
misalignment and frustration when outcomes fall short of expectations. Finally, regulatory and
administrative issues add to the strain. Missing documentation or import permits can hold up
containers in ports, resulting in delays and costly demurrage fees (IP 4).
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5.3 Challenges on Network Level

The intermodal nature of modern logistics networks brings flexibility but also creates
dependencies that can amplify disruptions. Smooth operations rely heavily on infrastructure
managers, whose response speed is crucial during disruptions: “We are massively dependent
on the reaction speed of the infrastructure operators” (IP 16). Delays in restoring services can
cause cascading effects across transport modes, highlighting the need for coordinated and
timely responses to ensure network resilience. Moreover, capacity limits, particularly at ports,
have network-wide implications. When ports reach full capacity ships queue outside ports, and
logistics providers struggle with unreliable schedules (IP 19). During peak periods, this can
significantly reduce overall productivity as transport plans become unreliable and challenging
to plan: “There might be capacity available [on other modes of transport], but smooth access to
that is in most cases the most challenging thing” (IP 8). Gaining access often requires complex
coordination and extensive negotiations with partners, while rising demand during disruptions
aggravates the situation (IP 8). Furthermore, there is an insufficient level of redundancy
regarding modal shifts in intermodal transport (IP 9). Although resilience through modal shifts
is desired, it is rarely feasible in practice: “That sort of resilience is wished for today. But
unfortunately, I should say it is not available” (IP 9). The capacity of the rail network is
frequently constrained, with freight transport frequently receiving a lower priority than
passenger transport. In the absence of redundant infrastructure, intermodal logistics is unable
to provide reliable alternatives for affected cargo (IP 9). Furthermore, the lack of redundancy
is intensified by the inflexibility of inland waterways and rail systems (IP 3), as both inland
waterways and railways are closed systems with limited flexibility. This results in a significant
impact even from minor disruptions, which often spread across the entire network and create
broader operational challenges that require a considerable amount of time to resolve (IP 3).

5.4 Challenges on Information Level

In addition to the challenges of the transport network at the infrastructure and organisational
level described above, there are also numerous challenges at the information level. These
challenges affect the entire network and impair the efficiency of key transportation processes.

5.4.1 Lack of Standardisation and Interoperability

The fragmentation of standardisation among stakeholders hinders interoperability,
efficiency, and transparency in freight transport (IP 11). Different modes follow separate
standards without a harmonised framework (IP 7), making integration complex and costly (IP
7, 9, 21). Furthermore, SMEs struggle with limited resources to meet complex standards (IP
22) although, according to the survey, data standardisation and automation is the most important
requirement among SMEs. Only 43% of stakeholders use standardised data exchange formats.
Therefore, basic functions like appointment scheduling and cargo visibility suffer from missing
communication protocols, causing inefficiencies (IP 14). Efforts toward standardisation are
further hindered by national regulations and diverse systems (IP 12), forcing bespoke
integrations (IP 19). Furthermore, system incompatibility and interoperability issues disrupt
data flow and visibility (IP 7). Outdated systems and varying software setups block modern
API use (IP 15), and manual interfaces and incompatible logic reduce efficiency (IP 11, 16, 19).
Data exchange format fragmentation further leads to inconsistent formats, manual mapping,
and compliance issues (IP 12, 13, 19). Legacy systems like EDI are still widespread (IP 3).
Manual data handling and transfer causes inefficiencies, delays, errors, and limited
automation due to media breaks and missing protocols (IP 2, 14, 19). Finally, system diversity
results from customised IT systems (IP 11). Even identical software differs across users (IP 6,
11, 21), creating “many parallel [non-interoperable] systems” (IP 6).
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5.4.2 Lack of data quality & availability

Inaccurate and inconsistent data affect operational efficiency, planning, and decision-
making. Data quality issues often arise from incomplete, outdated, or misaligned information,
(IP 3, 7, 14, 15): “This kind of data lead to errors in documentations, sometimes in
misinterpretations, and subsequently to the delays” (IP 13). Further, unreliable and
incomplete tracking information limits shipment visibility due to real-time data gaps and
inconsistencies between transport modes, reducing the reliability of tracking systems (IP 7, 8,
14). Challenges with data availability arise from issues of data quality, access and reliability.
Inconsistent data disrupts forecasting, especially for medium- to long-term planning (IP 7).
Administrative barriers and unreliable communication with stakeholders increase uncertainty
(IP 22). Barriers to data sharing and transparency weaken efficiency and digital adoption.
Many stakeholders hesitate to share data due to trust, confidentiality, or control concerns (IP 1,
2,11, 12, 19, 22). As a result, decisions rely on outdated or planning-only data, limiting real-
time insight (IP 11). Manual processes and the lack of automation remain widespread.
Despite Al advances, manual effort dominates, especially in document handling, which is still
often paper-based, increasing inefficiencies and system fragility (IP 3, 8). Route planning and
rerouting suffer from unreliable data, lack of transparency, and limited alternative options
during disruptions. Inadequate planning data and poor stakeholder coordination therefore make
adjustment measures difficult, increasing delays (IP 1, 8, 11, 14). Capacity planning is
challenged by inaccurate data and fluctuating demand (IP 1, 2). Planners often operate under
the assumption of unlimited capacities, which leads to inefficiencies and suboptimal decision-
making when actual constraints emerge (IP 1).

5.4.3 Lack of regulatory Requirements

Complexity and frequent changes in regulatory frameworks burden the transport sector
through excessive bureaucracy, frequent adjustments, and resource-intensive compliance (IP
13, 22). Legal complexities slow operations and discourage innovation, especially for those
unfamiliar with the regulatory environment, reinforcing reliance on traditional methods (IP 7,
13). This constant need for vigilance drains resources and reduces the sector's efficiency (IP
13). Uncertainty about future regulatory decisions makes long-term planning difficult.
Operators often cannot foresee upcoming regulations, increasing risk and complicating
strategic decisions (IP 7). The lack of harmonisation in cross-border regulatory
frameworks further creates inefficiencies due to inconsistent national standards. Border
disruptions, unclear responsibilities, and unpredictable customs decisions cause delays and
operational challenges (IP 4, 8, 14, 15). Inconsistent rail processes and customs classifications
further complicate international logistics. Finally, the lack of standardised terminology and
processes hampers coordination. Varying terms for the same actions lead to confusion and
inefficiencies: “different terms for the same action bring in a lot of challenges” (IP 9)”. The
absence of universal standards increases integration costs and limits interoperability (IP 7, 9).
Even within the EU, inconsistent documentation standards result in outdated and inefficient
cross-border procedures (IP 14).

6 Needs and Requirements to improve Disruption Handling

The disruptions and associated challenges in combined transport give rise to specific needs and
requirements that aim to increase the resilience of the transport system. These requirements are
divided into six central categories: harmonisation and standardisation, system usability and
consolidation, technological advancement, data infrastructure and management, collaborative
analysis and efficiency, and resources and workforce (figure 3). Harmonisation and
standardisation are key to improving resilience in combined transport. Stakeholders call for
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uniform terminology, data formats, and interoperable systems to enable efficient collaboration
(IP 9). Revised rerouting regulations and standardised crisis procedures, including clear rules
for prioritisation, can enhance coordination in emergencies (IP 8, 22). The establishment of a
neutral platform could prove to be a pivotal element in this process, as clear rules regarding the
prioritisation of entities in exceptional circumstances has the potential to mitigate the negative
effects of chaos and enhance the overall performance of the system (IP 22). Data
infrastructure and management is crucial for flexibility and transparency. A neutral,
accessible data pool enables informed, real-time decisions (IP 1, 14, 18). To this end consistent
end-to-end data improves transparency across supply chains (IP 14), while automated data
exchange reduces inefficiencies and enables faster responses to disruptions (IP 9, 13). IP 5
explains that real-time data is “essential” to respond flexibly to disruptive events. Al-based
systems and predictive models, as proposed by IP 9 and IP 13 enable the development of
alternative plans at an early stage. These forward-looking approaches allow risks to be better
managed and decisions to be made on a more informed basis (IP 18). A unified interface for all
stakeholders would further boost integration (IP 12, 18). For systems to function effectively,
usability and consolidation are key. The interviewees stress the need for consistent use of
existing digital tools and for systems that are intuitive and user-friendly (IP 15). Furthermore,
collaborative analysis enables coordinated action and improved efficiency. While many actors
seek data, they often hesitate to share it. A transparent exchange where all parties contribute,
and benefit is seen as a step toward mutual resilience which can only be reached by a joint
discussion in which all participants transparently share their data (IP 3). Efficiency should thus
be pursued as a collective aim, not just an internal one (IP 3, 5, 13). Technological
advancement is thus central to overcoming the limitations of existing systems and to integrate
the various and often complex system landscapes. This includes the necessity for real-time data
availability and modern data exchange, such as the development and implementation of uniform
standards that enable compatibility between old and new systems (IP 22). The interviewees
therefore call for modular, integrable technologies, and long-term strategies for digital
modernisation (IP 3, 22). Fear of mishandling sensitive customer data and navigating
compliance requirements are significant sources of apprehension (IP 19). Therefore, the
interviewees stress the need for secure cloud environments and compliance frameworks to
safeguard sensitive data and build trust in digital systems (IP 13, 14, 19). However, the
introduction of advanced technologies is impeded by high implementation costs (IP 13) and
reservations regarding data sharing (IP 2, 3, 11, 12, 22, 22).

7 Potentials for improving Intermodal Network Resilience

Improving resilience in intermodal networks depends on strengthening robustness, flexibility
and agility, redundancy, adaptability, and learning. Robustness involves stable structures and
secure processes that absorb initial disruptions. Cybersecurity, harmonised regulations, and
standardised data systems build reliability, while user-friendly information systems ensure
consistent data access across stakeholders. Flexibility and agility enable quick reactions and
fast recovery. Real-time awareness, efficient data exchange, and usable systems support
dynamic rerouting during events like route closures. Advanced technologies like rerouting
algorithms help maintain operations when disruptions such as route closures occur.
Redundancy provides backup options through additional resources, infrastructure, and
processes. It ensures continuity when parts of the network fail, for instance by enabling
rerouting or switching between modes. A resilient network requires mature technologies,
accurate and up-to-date information, and standardised communication protocols to manage
disruptions without major losses. Adaptability refers to the system’s ability to evolve with
change. Harmonised regulations are key to allowing controlled adjustments without causing
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further fragmentation. Adaptability ensures that networks can respond not only to one-time
disruptions but also to long-term shifts in conditions or requirements. Learning from
disruptions is essential to build future resilience. This involves collecting data, applying
standardised analysis methods, and using advanced digital tools to identify causes and improve
preparation. Staff training and consistent equipment maintenance are basic requirements for
embedding resilience in practice. Recovery must be followed by collaborative evaluation
processes to strengthen response strategies over time.

Needs and Requirements Addressing Requirements Resilience Improvement
= Uniform System and Data Foundation
% Cross System Data Exchange
%  Rerouting Algorithms
@  Real-Time-Data Exchange

Collaborative Analysis and Efficiency = Common Data Base

Figure 4: How addressing needs and requirements can improve resilience

Pursuing the same long-term goal digital technologies in multimodal transport not only improve
resilience but also environmental sustainability by optimising operations, reducing emissions
and promoting resource efficiency.

8 Conclusion and Implications for future Research

The growing economic and environmental pressures within the Eurozone underline the urgent
need for more resilient and efficient intermodal freight transport systems. This paper highlights
a broad range of vulnerabilities that currently undermine resilience, including the increasing
frequency of extreme weather events, infrastructure bottlenecks, geopolitical instability, and
low levels of digital integration. These factors not only impair performance but also limit the
sector’s ability to respond flexibly to disruptions.

Several key challenges were identified: outdated and inflexible infrastructure, lack of
redundancy, regulatory fragmentation, and an insufficient level of digital maturity across
stakeholders. Furthermore, the absence of standardised data formats, poor interoperability, and
limited real-time data availability severely hinder effective disruption management. Manual
processes, fragmented IT landscapes, and a general lack of trust and transparency in data
exchange amplify inefficiencies and prolong recovery times during disruptive events.

To address these challenges, the study derives concrete needs and requirements: harmonised
and standardised regulatory and data frameworks, usable and consolidated systems,
technological advancements, improved data infrastructure and management and enhanced
cross-stakeholder collaboration. Real-time data exchange, a common database for cross-system
data exchange, predictive analytics, and Al-supported rerouting tools emerge as key enablers
of a more agile and responsive transport system.

These findings align strongly with the long-term vision of the PI, promoting a modular,
standardised, resilient and digitally interconnected logistics ecosystem and transforming
today’s fragmented transport systems into open, interoperable networks. Increasing resilience
of intermodal freight transport networks is not only a response to today’s disruptions but also a
decisive step toward building the PI.
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Appendix

Annex I: Detailed Interview Partner List
1P Role & Business Activities Why the Interview partner was selected
Nationality
IP1 4th Party Logistics Service | Optimisation service provider specialising | This company is a leading global provider of
Provider in road transport, offering solutions to | supply chain consulting, software, and fourth-
improve customers’ transportation, | party logistics (4PL) services. Insights on
warehousing, and handling processes, with | end-to-end logistics processes and technical
DLSP a focus on transparency through their TMS | requirements are especially relevant for the
platform stakeholder analysis
Germany

P2 Terminals Multi-use terminal operator managing train | This operator of a public intermodal terminal
operations,  container  trading, and | in Luxembourg can handle all intermodal
employing sustainable practices, including | transport units on an area of 33 hectares and

Luxembourg renewable energy and battery electric | uses innovative technologies like Al-
vehicle applications to increase the efficiency of
transshipment processes. The company offers
valuable insights from the perspective of
terminal operators and provides suggestions
for the use of digital technologies.

IP3 Carrier Trimodal logistics company, specialising in | This company specialises in trimodal
container  import/export  via inland | transportation connecting seaports with the
waterway, rail, and trucking, with a network | European hinterland moving an annual freight

Terminals of terminals across Europe volume of 2.1 million TEU within its network
along the river Rhine. This partner therefore
offers crucial industry information along all
transport modes.

Infrastructure

Manager/Operator

Germany

IP4 NGO (Humanitarian | Providing auxiliary support, coordinating | One of the largest humanitarian networks

Logistics) logistics operations, and establishing | worldwide provides aid support to people

warehousing hubs for efficient disaster | affected by conflicts or disasters. Their
response and conflict management extensive expertise in the field of

Denmark humanitarian logistics contributes
fundamentally to  understanding  the
challenges and requirements of aid
organisations in freight transport logistics.

IP5 DLSP Digital  logistics  service  provider | Thissoftware-SME is one of Germany’s most
specialising in road freight optimisation and | innovative logistics tech start-ups and has
additional services, (with potential for | access to an extensive network of freight

Germany multimodal transportation) forwarders and transport companies. Their
multi-tenant matching platform enables
conducting event-based relay transports to
circumvent disrupted infrastructure sections.

IP6 Infrastructure Operating an infrastructure provider, with a | This stakeholder operates one of the most

Manager/Operator primary focus on container handling at a | important inland ports in the Rhine-Danube

terminal, emphasising various modes of | corridor and handles around 1200 cargo ships
transportation and collaborating on urban | per year. The company offers a

Austria logistics initiatives with an academic | comprehensive service portfolio and has

institution access to a large network of the most
important hinterland logistics companies in
Europe.

IP7 Software Provider Providing logistic planning products, | As a European market leader in traffic and
including route and tour planning, load | transport route planning. In addition, the
optimisation, geo-management/geo- | company is involved in many innovative

Germany marketing solutions, intermodal component | projects to further develop its state-of-the-art
solutions, and customised software-as-a- | software solutions and support the logistics
service options for automated tour planning | industry.
and delivery time estimation

IP 8 Terminals Creating a sustainable European network | The company is one of the largest European
with assets like trucks, trailers, containers, | transport companies focusing on multimodal
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Carrier

Netherlands

vessels, and rail connections, and operating
hub terminals for efficient customer service

transport by operating own terminals,
transport vehicles, and loading units. This
stakeholder provides crucial information on
multimodal transportation and disruption
management.

IP9 Industry Association Promotion and development of sustainable | This partner is one of the most important non-
freight transportation using different | profit membership associations in intermodal
loading units, conduct research, studies, and | logistics. For 80 years this association has

Germany consulting activities, and advocate for the | connected relevant actors of the Combined
adoption of combined transport within the | Transport sector and created a neutral
freight transport sector communication and knowledge platform for

research and development.

IP 10 Research & Consulting The establishment of an integrated grid | As a leading Dutch research and consulting
network for supply chain partners, | organisation this stakeholder holds extensive
facilitating customisable data sharing, | expert knowledge to facilitate seamlessly

Netherlands multimodal  visibility  services, and | connected logistics systems that are more
authentication-based  link-driven  data | efficient, create new business opportunities
exchange for the generation of digital | and reduce emissions.
product passports.

P11 Software Provider Digital logistics service provider offering a | As a leading provider of artificial intelligence
software for optimising transportation | and mathematical optimisation systems, this
routes and data driven decision-making. stakeholder's software products support

Germany dispatchers and planners in calculating

complex and time-critical logistics scenarios.

P12 Industry Association Raising stakeholder awareness, consulting | As one of the main industry associations in
policy makers, and standardising combined | the European intermodal transport industry
transport operations, while representing | this stakeholder actively promotes Combined

Belgium intermodal operators as key actors in the | Transport, primarily towards European
integrated freight transport chain. decision-makers and supports the daily
functioning of this ecologically and
economically sustainable mode of long-
distance freight transport. The association has
in-depth knowledge of existing standards,
legal requirements and current challenges in
intermodal transport and is familiar with the
needs of its members due to its role as an
interest representation body.

P13 Freight Forwarder Intermodal freight transport, facilitating | This SME freight forwarder specialises in
smooth movement of goods across various | road and sea transport organisation and
modes of transportation, acting as | provides - besides specific industry

Greece intermediaries  between shippers and | knowledge - detailed insight into the
carriers, and operating primarily in Europe | challenges faced by smaller logistics
companies when implementing digital

solutions.

P14 Software Provider Product lifecycle software and collaborative | As one of the largest software companies in
L . . platform provider for multiple industries, | Europe, this stakeholder has an extensive
Logistic Service Provider with a strong emphasis on mobility, | software and service portfolio for various
manufacturing, aerospace, and defence. industry segments. From the transport
logistics ~ perspective  especially,  the

France collaborative  digital  platform  holds

significant potential to address current
business challenges in the transport sector.

IP 15 Software Provider Software solutions for transparency, | This logistics service provider helps e-
. . . optimising parcel routing, acting as | commerce businesses to optimise their supply
Logistics Service Provider middleware between ecommerce stores and | chain, speed up delivery times, and reduce
warehouses, and providing warehousing | costs with a modern 3PL service. With
services for efficient picking and packing of | extensive experience in  e-commerce

Finland goods shipment tracking and other logistics services

this innovative SME contributes valuable
information on digitalised supply chains.

IP 16 Carrier Rail transportation, including intermodal | This company holds the operating licence for
and wagon loading traffic all railway lines in Austria and the EU. This

railway undertaking operates freight transport
Austria both on its own infrastructure (with its own

diesel locomotives) and on third-party
infrastructure (with its own diesel and electric
locomotives) and provides important
information on rail cargo transports in the
Rhine-Danube Corridor.
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P17 Infrastructure Owning and managing transportation | This infrastructure company is responsible for
Manager/Operator infrastructure, including parking lots, rest | the planning, construction, operation and
areas, and rest stops, to facilitate smoothand | tolling of the Austrian motorway and
convenient journeys for road users, | motorway network. As an important road
Austria particularly those engaged in road freight | network operator in the Rhine-Danube
transportation, catering to car and truck | corridor, this player supplements the
drivers, as well as special transports stakeholder  analysis ~ with  important
information from the perspective of an
infrastructure operator.

P18 Carrier Offering a cost-effective and sustainable | This interview partner is one of the market
transport chain for continental transports, | leading combined transport operators in
utilising sea, inland waterway, rail, and road | Europe. As a neutral combined transport

Terminals modes, optimising efficiency for longer | operator, this company moves over 1 million
routes, and providing cross-border transport | road consignments annually and consolidates
services in Europe with seamless last-mile | shipments from transport companies to

. deliveries complete trains utilising 9100 own wagon

Freight Forwarder modules. As a major combined transport

operator, this company offers important
industry insights and provides significant

Switzerland support in identifying challenges around

combined transport.

IP 19 Freight Forwarder Offering end-to-end transport solutions, | This large company is the leading sea freight
including ocean freight, air freight, | and air freight forwarder worldwide offering
European land transport, contract logistics, | specialised transport solutions for major

Switzerland customs services, and data management, | industries as a global logistics partner. Being
operating as an asset-light company one of the most important freight forwarding
companies this partner provided important
insights on freight transportation and the use
of digital technologies.

IP 20 Consignor & Consignee Production and distribution of consumer | This American multinational consumer goods
goods corporation is one of the largest shippers in

Europe and contributes important insights to

United States, Europe the  stakeholder  analysis from a

consignor/consignee perspective.

P21 Freight Forwarder Managing standardised transport orders, | As a maritime, port-neutral operator and
unitising them based on client software | specialist in port-to-door logistics, this
systems, handling various container types, | company organises global supply chains in

Germany good types, commercial types, capacities, | combined transport and bringing together the
departure and provision times, duration of | system strength of rail with the flexibility of
stay, customs clearance, and release | trucking. As an important link between
processes from terminals maritime ports and hinterland transportation,

this  stakeholder contributes significant
industry experience to the analysis

IP 22 DLSP Neutral platform connecting intermodal | As a highly innovative SME and neutral
actors and providing transport chain | platform for intermodal players, this
transparency and intermodal booking | stakeholder makes a decisive contribution to

Germany options the analysis.

IP 23 Carrier Providing rail transport services, including | As a subcompany of the largest combined
locomotives, and rolling stock, | transport operator in Europe for road and rail
transportation of hazardous goods, customs | transport, this stakeholder specialises in the

Freight Forwarder Clearance, train path orders, local | transport of high-quality rail products in
operations, personnel, equipment, and | combined transport between the Netherlands
combined transport and Germany. This partner contributes to the

gain of knowledge with its perspective of a
Germany railway undertaking company.
Annex I1: Quantitative Online Survey
Key Section # Topic Question type | Questions Options Optional | Dependencies
(if applicable)
LOG_01 | 01_Logistics 1 Role in multimodal Multiple What roles does your 1. Shipper
transportation Choice organisation play in the 2. Carrier
transportation process? 3. Freight Forwarder
4. Multimodal Transport Operator
(MTO)
5. Logistics Service Provider
6. Digital Logistics Service Provider
7. Support service provider or
consultant
8. Software provider
9. Terminal operator
10. Infrastructure operator and/or
manager
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11. Governmental entity

12. Other...
LOG_02 | 01_Logistics 2 Relevant transport Multiple Please select all modes 1. Road
modes Choice of transport (co- 2. Rail
)operated with/by or 3. Inland waterways
relevant to your 4. Maritime (both deep sea and short
organisation? sea)
5. Air
6. None
LOG_03 | 01_Logistics 3 # of transport Single Choice On average, how many 1. None
modes per order different modes of 2.1
transport does your 3.2
organisation use per 4.3 or more
shipment? 5. | don't know/not relevant for our
organisation
LOG_04 | 01_Logistics 4 Impact of Likert Do you think using more 1. Not at all
multimodality on than one mode per 2. Slightly
efficiency shipment helps to 3. Moderately
improve efficiency? 4. Very
5. Extremely
6. | don't know
LOG_05 | 01_Logistics 5 Stages of the Multiple What stages of the 1. Pre-haulage
transport process Choice transport process do 2. Main-run
your organisation's 3. Post-haulage
activities cover, serve or 4. None
address?
LOG_06 | 01_Logistics 6 Transport range Multiple What transport distances 1. <15 km, commonly referred to as
Choice are relevant to your “last mile™
organisation? 2. 15 km - 300 km
3. 300 km - 600 km
4. 600 km - 900 km
5.>900 km
6. None
LOG_07 | 01_Logistics 7 Preference for relay | Single Choice In the case of 1. Many short distance segments
traffic multimodal (less than 300 km)
transportation, would 2. Few long-distance segments
you prefer many short (more than 300 km)
distance segments or few 3. I don't know
long-distance segments?
TEN_01 02_TEN-T 1 Relevance of TEN- Single Choice Is the concept of the 1. Yes
T corridors Trans-European 2. No
Transport Network, also 3. I am not familiar with the concept
known as TEN-T of TEN-T corridors
corridors, relevant to
your organisation?
TEN_02 02_TEN-T 2 Introduction to TEN_01_03
TEN-T required
COR_01 | 03_Corridor 1 Activities in North- Single Choice Is your organisation 1. Yes
Sea Baltic active in the North Sea- 2.No
Baltic TEN-T corridor? 3. No, but there are plans to expand
into the corridor
4. | don't know
COR_02 | 03_Corridor 2 Actors in North- Text What are the relevant
Sea Baltic carriers operating in the
North Sea-Baltic TEN-T
corridor?
COR_03 | 03_Corridor 3 Actors in North- Text What are the relevant
Sea Baltic Logistics Service
Providers (LSP)
operating in the North
Sea-Baltic TEN-T
corridor?
COR_04 | 03_Corridor 4 Actors in North- Text What are the relevant
Sea Baltic terminals and/or
companies operating the
terminals in the North
Sea-Baltic TEN-T
corridor?
COR_05 | 03_Corridor 5 Actors in North- Text What are the relevant
Sea Baltic infrastructure managing
or operating entities
operating in the North
Sea-Baltic TEN-T
corridor?
COR_06 | 03_Corridor 6 Actors in North- Text What are the relevant
Sea Baltic governmental agencies
operating in the North
Sea-Baltic TEN-T
corridor?
COR_07 | 03_Corridor 7 Activities in Rhine- Single Choice Is your organisation 1. Yes
Danube active in the Rhine- 2.No
Danube TEN-T 3. No, but there are plans to expand
corridor? into the corridor
4. | don't know
COR_08 | 03_Corridor 8 Text What are the relevant
carriers operating in
the Rhine-Danube TEN-
T corridor?
COR_09 | 03_Corridor 9 Text What are the relevant
Logistics Service
Providers (LSP)
operating in the Rhine-
Danube TEN-T
corridor?
COR_10 | 03_Corridor 10 Text What are the relevant
terminals and/or
companies operating the
terminals in the Rhine-
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Danube TEN-T
corridor?

COR_11

03_Corridor

11

Text

What are the relevant
infrastructure managing
or operating entities
operating in the Rhine-
Danube TEN-T
corridor?

COR_12

03_Corridor

12

Text

What are the relevant
governmental agencies
operating in the Rhine-
Danube TEN-T
corridor?

TEN_03

02_TEN-T

Activities in TEN-T
corridors

Multiple
Choice

In which TEN-T
corridors does your
organisation operate?

. Yes

No

No, but expansion plans
Don't know

Baltic-Adriatic Corridor
North Sea-Baltic Corridor
Mediterranean Corridor
Orient/East-Med Corridor
Scandinavian-Mediterranean
Corridor

6. Rhine-Alpine Corridor

7. Atlantic Corridor

8. North Sea-Mediterranean
Corridor

9. Rhine-Danube Corridor
10. None

g wN e

BM_01

04_Business
Model

Key activities

Multiple
Choice

What are your
organisation's key
activities?

1. Transportation management:
managing and executing the
physical transportation of goods
across various transport modes

2. Logistics coordination:
organising and managing all aspects
of the shipping process, including
route selection and carrier
contracting

3. Scheduling and coordination:
managing schedules for shipments
to maximise throughput and
minimise downtime

4. Loading and transshipment:
executing the loading, unloading,
and transfer of cargo

5. Shunting: moving and organising
railway cars to assemble or
disassemble trains

6. Commissioning: preparing and
verifying systems, equipment, or
facilities for operational use,
ensuring they meet specified
requirements and are ready for
service

7. Customs and compliance:
handling documentation and
ensuring compliance with
international trade regulations

8. Safety and security management:
implementing and monitoring
security protocols and safety
practices within facilities

9. Maintenance and upkeep:
conducting regular maintenance of
infrastructure and equipment

10. Container handling: provision or
repair and maintenance of
containers

11. Storage and warehousing:
storing of goods in designated
facilities to ensure their safekeeping,
inventory management, and timely
distribution

12. Traffic management: planning
and controlling the flow of vehicles
13. Consulting and support: offering
expert advice on digital
transformation and operational
optimisation

14. Technology development:
creating digital solutions for
logistics processes

15. Platform development: building
and maintaining digital platforms
for logistics processes

16. Data analytics services:
analysing logistics data

17. Cybersecurity services: ensuring
digital platforms and data exchanges
are secure from cyber threats

18. Customer relationship
management: developing and
maintaining strong relationships
with customers to ensure
satisfaction and repeat business

19. Training and development:
offering training services to upskill
employees in transport and logistics
firms
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20. Stakeholder engagement:
communicating and collaborating
with all parties involved

21. Other...

BM_02

04_Business
Model

Customer segments

Multiple
Choice

For whom does your
organisation create
value?

1. Shipper

2. Carrier

3. Freight Forwarder

4. Multimodal Transport Operator
(MTO)

5. Logistics Service Provider

6. Digital Logistics Service Provider
7. Support service provider or
consultant

8. Software provider

9. Terminal operator

10. Infrastructure operator and/or
manager

11. Governmental entity

12. Other...

11. Other

BM_03

04_Business
Model

Information
exchange

Multiple
Choice

With which roles do you
exchange information as
you create value? What
is the direction of
information flow?

a. Yes, receive from

Yes, send to

Yes, receive from and send to
No

Don't know

®oo0oc

Shipper

Carrier

Freight Forwarder

Multimodal Transport Operator
(MTO)

5. Logistics Service Provider

6. Digital Logistics Service Provider
7. Support service provider or
consultant

8. Software provider

9. Terminal operator

10. Infrastructure operator and/or
manager

11. Governmental entity

12. Other...

HwnE

BM_04

04_Business
Model

Information
exchange

Likert

Which information
streams does your
organisation receive,
pass on or both receive
and pass on?

a. Receive
b. Receive and pass on
c. Pass on

d. Neither

e. Don't know

1. Regulatory and compliance
requirements and documentation
(customs, insurance)

2. Cargo requirements and
documentation (cargo information,
transport unit requirements,
handling equipment, contact details,
safety requirements)

3. Transport requirements and
documentation (Transport order,
booking confirmation, Shipment
specifications [mode of transport,
transshipments], schedules [origin
and destination, ETD, ETA],
Transshipment equipment)

4. Payment and billing information
(billing instructions, Invoicing,
handling and transshipment rates,
freight rates, storage rates)

5. Track-and-Trace information
(Position, Change notification,
Condition report, transshipment
tracking, shipment status)

6. Routing conditions (weather and
traffic forecast, infrastructure status.
Terminal status, Transshipment spot
availability, Storage space
availability, capacity constraints)
Sustainability indicators

Incident and exception reporting

BM_05

04_Business
Model

Logistics-specific
IT systems

Single Choice

Does your organisation
use a Transport
Management System
(TMS)?

Yes
No
| don't know

W N oo N

BM_06

04_Business
Model

Logistics-specific
IT systems

Single Choice

Which TMS system does
your organisation use?

SAP

Oracle

Alpega
Transporeon
Impargo
In-house

Other (free text)

BM_05_01
required

BM_07

04_Business
Model

Logistics-specific
IT systems

Single Choice

Does your organisation
use a Warehouse
Management System
(WMS)?

Yes
No
| don't know

WhRINO O R WD

BM_07

04_Business
Model

Logistics-specific
IT systems

Single Choice

Which WMS system
does your organisation
use?

SAP

Oracle

Korber

Manhattan Associates
Luminate

In-house

Other (free text)

NookownpE

BM_07_01
required
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BM_08 04_Business 8 Logistics-specific Single Choice Does your organisation 1. Yes
Model IT systems use a Enterprise 2. No
Resource Planning 3. | don't know
System (ERP)?
BM_08 04_Business 8 Logistics-specific Single Choice Which ERP system does 1. SAP BM_08_01
Model IT systems your organisation use? 2. Oracle required
3. Sage
4. NetSuite
5. Epicor
6. In-house
7. Other (free text)
BM_09 04_Business 9 Logistics-specific Single Choice Does your organisation 1. Yes
Model IT systems use a Customer 2. No
Relationship 3. I don't know
Management System
(CRM)?
BM_09 04_Business 9 Logistics-specific Single Choice Which CRM system 1. Salesforce BM_09_01
Model IT systems does your organisation 2. Monday sales required
use? 3. Nimble
4. HubSpot
5. Pipedrive
6. In-house
7. Other (free text)
BM_10 04_Business 10 | Logistics-specific Single Choice Does your organisation 1. Yes
Model IT systems use a Supply Chain 2. No
Management System 3. I don't know
(SCM)?
BM_10 04_Business 10 Logistics-specific Single Choice Which SCM system 1. SAP BM_10_01
Model IT systems does your organisation 2. Oracle required
use? 3. MS Dynamics
4. Plex
5.1FS
6. In-house
7. Other (free text)
BM_11 04_Business 11 Logistics-specific Single Choice Does your organisation 1. Yes
Model IT systems use a Asset Tracking 2. No
System? 3. I don't know
BM_11 04_Business 11 Logistics-specific Multiple Which asset tracking 1. RFID BM_11_01
Model IT systems Choice system does your 2.GPS required
organisation use? 3. Barcode
4.NFC
5. Other (free text)
BM_12 04_Business 12 Logistics-specific Single Choice Does your organisation 1. Yes
Model IT systems use a Terminal 2. No
Operating System 3. I don't know
(TOS)?
BM_12 04_Business 12 Logistics-specific Multiple Which TOS does your 1. Navis BM_12_01
Model IT systems Choice organisation use? 2. CyberLogitec required
3. GullsEye
4. Autostore TOS
5. ContPark
6. Interman (B. Rekencentra)
7. Inform
8. Berghof BLU
9. In-house
10. Other (free text)
BM_13 04_Business 13 Data exchange Multiple What formats does your 1. Standardised electronic data
Model formats Choice organisation use to exchange formats (EDI/EDIFACT)
exchange data? 2. Office formats (.xls(x), .doc(x),
-ppt(x))
3. Comma-separated values (.csv)
4. .xml
5. .txt
6. PDF
7. E-Mail
8. Telefax
9. Paper
10. Other (free text)
BM_13 04_Business 13 | Revenue streams Multiple Who is the primary 1. The customer itself
Model Choice entity responsible for 2. The state or government
financing or paying for 3. No one
the value or service 4. Another role
provided by your
organisation?
BM_14 04_Business 14 Revenue Multiple What describes your 1. Direct Sales Model: Products or
Model Streams/Business Choice organisation's business services are sold directly to
Models model best? consumers without intermediaries
2. Subscription Model: Customers
pay a recurring fee (monthly, yearly,
etc.) to access a product or service
3. Marketplace Model: The
company takes a commission or fee
on transactions made between
buyers and sellers on the platform
4. Freemium Model: Basic services
are offered for free, while premium
features, advanced functionalities,
or additional content are available
for a fee
5. Advertising Model: Revenue is
generated through advertisements
placed on the company’s platform,
paid for by advertisers who want to
reach the platform’s audience
6. Other...
PLA_01 05_Platforms 1 Potential of a Likert Do you think a digital 1. Not atall
digital platform on platform could help 2. Slightly
multimodality orchestrate multimodal 3. Moderately
efficiency 4. Very
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transportation more 5. Extremely
efficiently? 6. | don't know
PLA_02 05_Platforms Utilisation of digital Single Choice Does your organisation 1. Yes
platforms already use a digital 2. No
platform for
collaboration with its
partners and customers?
PLA_03 05_Platforms Platforms in use Multiple Which digital platform 1. Transporeon PLA_02_02
Choice does your organisation 2. Sennder required
use for collaboration 3. Cesar-Next
with partners and 4. Insta-Freight
customers? 5. Forto
6. Shippeo
7. FreightHub
8. Quicargo
9. Other (Free text)
PLA_04 05_Platforms Integrated solution Single Choice Would you prefer a 1. Integrated system
digital platform that is 2. Standalone solution
integrated into your 3. No preference
existing digital
infrastructure or an
independent stand-alone
solution that works via
interfaces with existing
IT services?
PLA_05 05_Platforms Information Likert How important is the a. Must
streams via digital processing of b. Should
platforms information streams via c. May
a digital platform? d. Should not
e. Must not
. No preference
1. Regulatory and compliance
requirements and documentation
(customs, insurance)
2. Cargo requirements and
documentation (cargo information,
transport unit requirements,
handling equipment, contact details,
safety requirements)
3. Transport requirements and
documentation (Transport order,
booking confirmation, Shipment
specifications [mode of transport,
transshipments], schedules [origin
and destination, ETD, ETA],
Transshipment equipment)
4. Payment and billing information
(billing instructions, Invoicing,
handling and transshipment rates,
freight rates, storage rates)
5. Track-and-Trace information
(Position, Change notification,
Condition report, transshipment
tracking, shipment status)
6. Routing conditions (weather and
traffic forecast, infrastructure status.
Terminal status, Transshipment spot
availability, Storage space
availability, capacity constraints)
7. Sustainability indicators
8. Incident and exception reporting
PLA_06 05_Platforms Concerns regarding Multiple Which concerns do you 1. Data security
information choice have when exchanging 2. Data privacy
exchange information via a digital 3. Data integrity/Authentication
platform? 4. (Regulatory) Compliance
5. Technical issues
6. Interoperability
7. Standardisation
8. Other (free text)
NEE_01 06_Needs Needs Ranking Please rank the 1. Data standardisation and
following needs automation
according to their 2. Integrated digital solutions
importance to your 3. Facilitated data exchange and
organisation from collaboration
highest to lowest: 4. Streamlined transport regulations
5. Advanced analytics and
forecasting tools
NEE_02 06_Needs Needs Single Choice Do you can think of 1. No
additional needs that 2. Other (free text)
need to be addressed
when designing a digital
platform?
GEN_01 | 07_General Gender Single Choice Which gender do you 1. male
identify with? 2. female
3. non-binary
GEN_02 | 07_General Job Level Text What is your current job Free text
level in your
organisation?
GEN_03 | 07_General Number of Single Choice How many employees l.upto9
employees does your organisation 2.10to0 49
have? 3.50to 249
4. from 250
GEN_04 | 07_General Annual revenue Single Choice How much is your 1. up to € 2 million
estimated annual 2. up to € 10 million
revenue in euros (€)? 3. up to € 50 million
4. more than € 50 million
GEN_05 | 07_General Participation Single Choice Are you interested in 1. Yes
contributing to our 2. No
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project by participating
in an expert interview or
stakeholder workshop?

GEN_06 | 07_General 6 Participation Text Please enter your contact Free text GEN_05_01
email address required
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Abstract: The Physical Internet (Pl) is an emerging paradigm that enhances supply chain efficiency,
adaptability, and sustainability through modular, standardized, and digitally connected systems.
However, implementation remains limited due to gaps in technological readiness, organizational
capability, and regulatory coherence. This study aims to identify practical readiness indicators to
support Pl adoption. A systematic literature review and thematic analysis were conducted, structured
around the five development areas defined in the 2024 ALICE Roadmap: PI Nodes, PI Networks, the
System of Logistics Networks, Access and Adoption, and Governance. The analysis yielded 15 key
readiness aspects, which were translated into measurable key performance indicators (KPIs) across
technical, organizational, and institutional domains. These indicators provide a structured foundation
for assessing readiness, identifying gaps, and supporting strategic investment planning. This research
contributes the first structured indicator set aligned with the ALICE model, enhancing the practical
applicability of Pl readiness assessment in diverse logistics contexts.

Keywords: Physical Internet, Supply Chain Management, Organizational Readiness, Modular
Logistics, Digital Transformation

Physical Internet (PI) Roadmap Fitness: Select the most relevant area(s) for your paper according
to the PI roadmaps adopted in Europe and Japan:J PI Nodes (Customer Interfaces, Logistic Hubs,
Deployment Centers, Factories),[ ] Transportation Equipment, [J PI Networks, X System of Logistics
Networks, [J Vertical Supply Consolidation, [J Horizontal Supply Chain Alignment, X Logistics/Commercial
Data Platform, X Access and Adoption, [7 Governance.

Targeted Delivery Mode-s: X Paper, [ ] Poster, [JFlash Video, X In-Person presentation

1. Introduction

The Physical Internet (PI) is an innovative logistics paradigm designed to significantly enhance
efficiency, flexibility, and sustainability in supply chain operations. Inspired by the digital internet, PI
proposes a globally interconnected logistics network using standardized, modularized containers.
Within this system, physical goods move autonomously, similar to how data packets travel seamlessly
across digital networks [1]. By adopting principles of dynamic routing and real-time responsiveness,
PI can lead to more effective resource utilization, reduced environmental impact, and enhanced overall
supply chain resilience.

While PI holds great promise, its implementation presents considerable challenges. Successful
adoption requires more than just technological advancements. It involves organizational readiness,
stakeholder collaboration, robust information systems, and adaptive governance structures. A critical
factor for the effective transition to PI is collaborative readiness. This dimension necessitates
organizations to shift from competitive strategies to collaborative partnerships, emphasizing secure
data sharing and intellectual property protection [2].
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While interest in the PI is growing, most existing studies focus narrowly on technical aspects such
as infrastructure digitalization or modular design, with limited consideration of organizational,
governance, and sustainability factors. Moreover, current readiness assessment models are either too
generic or lack Pl-specific, measurable indicators. This fragmentation leaves a gap in both academic
knowledge and practical implementation. To address this, the study introduces a KPI-based PI
readiness indicator set aligned with the five development areas of the ALICE roadmap. By translating
conceptual enablers into actionable metrics, the indicators support organizations in evaluating their
readiness, identifying gaps, and prioritizing strategic investments. This research contributes the first
multidimensional, Pl-specific indicator set, advancing both theoretical understanding and practical
guidance for PI adoption across diverse logistics systems.

2. Literature Review

The PI represents a transformative logistics paradigm, envisioning an open and interconnected
global network designed for efficient and sustainable movement of goods, analogous to the data
transmission methods of the digital internet. Core principles underpinning the PI include
standardization, modularization, and collaboration, which are critical to realizing its vision of a
seamless logistics ecosystem [3]

2.1 Organizational Readiness for PI

Initial studies on the PI primarily addressed foundational theoretical aspects such as modularization,
standardization, and interconnectivity. Subsequent research has expanded these conceptual
foundations, shifting towards practical applications demonstrated through pilot studies and real-world
logistics initiatives. For instance, the implementation of PI principles at multi-modal logistics hubs in
northern France resulted in notable reductions in CO: emissions and improved resource utilization [4].
Additionally, research within the chemical sector demonstrated that integrating PI with modular
capacity systems can enhance both sustainability and resilience compared to traditional logistics
approaches [5]. Nonetheless, successful adoption of PI involves significant organizational
transformations beyond technological innovations alone. Existing research highlights critical
dimensions of organizational readiness such as leadership support, strategic alignment, cultural
adaptability, and collaborative capacity [6]. Despite broad agreement on these dimensions, current
literature reveals considerable variability and lacks a standardized framework for systematically
assessing readiness across different contexts. In particular, there is a noticeable gap regarding
integrated assessment models capable of effectively bridging technological readiness with broader
organizational capabilities [7]. Moreover, achieving the full potential of PI requires significant
advancements in digital interoperability and physical infrastructure. This demands multidisciplinary
collaboration, particularly given PI’s close alignment with the goals of the circular economy [8].
Similarly, urban logistics research emphasizes the importance of collaborative frameworks aimed at
reducing environmental impacts, further supporting the transformative potential of PI to create
sustainable logistics networks [9].

However, a critical evaluation of current literature reveals an imbalance in research focus. Studies
have predominantly addressed isolated technical components, such as infrastructure digitalization or
modular container design, while largely overlooking essential dimensions related to organizational
structure, governance mechanisms, and sustainability practices. Consequently, this fragmented
approach has resulted in significant gaps within both the academic literature and practical
implementation guidance.

The updated 2024 ALICE roadmap emphasizes five critical development areas for transitioning to
a sustainable and scalable PI, including the transformation of logistics nodes, integration of multimodal
networks, and the establishment of federated systems for interoperability. This aligns with the findings
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from Hsu et al., which highlight the necessity of human-centric and sustainable practices in logistics
under Industry 5.0, suggesting that active government support is vital for successful implementation
[10]. Additionally, Ye et al. demonstrate that intelligent logistics, leveraging automation and IoT, can
significantly enhance logistics performance, although effects vary regionally, indicating the need for
tailored strategies [11]. Holmstrom et al. advocate for distributed control in collaborative networks,
which can facilitate the effective integration of services and processes in logistics [12]. Furthermore,
Yavas and Ozkan-Ozen propose a framework for logistics centers in Industry 4.0, underscoring the
importance of adapting traditional practices to meet modern demands [13]. Collectively, these insights
underscore the roadmap's relevance in addressing existing gaps and guiding future research in logistics
transformation.

In response to these gaps, this research develops an integrated PI Readiness Assessment Framework
grounded firmly in the five ALICE roadmap dimensions. By translating theoretical readiness enablers
into quantifiable and operational indicators, the framework provides a comprehensive diagnostic tool.
This tool enables organizations to assess their current preparedness, pinpoint capability gaps, and
prioritize strategic investments for effective PI implementation. This contribution advances the field
by providing the first multidimensional, KPI-based readiness assessment model specifically tailored
for the diverse environments associated with PI adoption.

3. Methodology

This study adopts a structured, five-phase methodology aligned with the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses) framework, which is widely recognized
for enhancing transparency and reproducibility in systematic reviews. The review process includes the
following steps: identification, screening, eligibility assessment, and inclusion. The review process
includes the following steps: identification, screening, eligibility assessment, and inclusion, as
summarized in Figure 1. The process begins by defining the research scope and selecting appropriate
keywords, databases, and inclusion criteria to identify relevant literature. Publications were filtered
through systematic screening of titles, abstracts, and full texts to ensure alignment with Pl-related
concepts and readiness dimensions. In the subsequent phases, extracted data were synthesized
thematically to identify critical aspects of readiness, which were then formulated into measurable
indicators and categorized across the five ALICE roadmap dimensions. The final output is a set of
actionable indicators integrated into a multidimensional evaluation framework.

Defining Research Scope and Selecting Databases and Retrieving and Selecting Analyzing and Synthesizing Reporting Findings and
Developing Keywords Establishing Criteria Relevant Literature Identified Indicators Developing a PI Readiness

Condueting a pilot literature Scopus and Web of Science Screens retrieved articles Conducts thematic analysis to Synthesizes identified

review and selact?ng_relevam »{Core Collection (WoS) »{based on title, abstract, and ~ [—Jlextract key readiness indicators, —¥{indicators into a systematic PI
keywords for retrieving full-text review, and selects catcgorizing them according to readiness Indicators
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Figure 1: Research Methodology

3.1 Defining Research Scope and Developing Keywords

The final Boolean search string used in this study was: (“Physical Internet” AND “Readiness”
AND (“Supply Chain” OR “Logistics)) AND (“Smart Logistics Hubs” OR “Autonomous Logistics”
OR “Blockchain in Logistics” OR “Regulatory Framework™ OR “Green Logistics”). The selection of
these keywords was directly informed by the ALICE 2024 roadmap and its five development areas.
“Physical Internet” and “Readiness” were chosen as core terms to ensure the retrieval of literature
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explicitly discussing the PI paradigm and the preparedness of logistics systems to adopt it. The
inclusion of “Supply Chain” and “Logistics” ensured coverage of both broad and specific domains in
which PI implementation is relevant.

The additional keywords were selected to reflect key enablers across the roadmap’s dimensions.
“Smart Logistics Hubs” and “Autonomous Logistics” represent advancements in digital and automated
infrastructure that are central to the transition from conventional logistics nodes to PI Nodes.
“Blockchain in Logistics” was used to capture secure and interoperable data-sharing mechanisms,
essential for building connected logistics networks. “Regulatory Framework” aligns with the
governance area of the roadmap, which emphasizes the need for harmonized policy and legal structures
to enable cross-network collaboration. Finally, “Green Logistics” addresses the embedded
sustainability focus across all development areas, recognizing that PI systems are expected to support
environmental efficiency through resource optimization and emissions reduction. These carefully
selected keywords enabled a targeted yet comprehensive retrieval of literature that aligns with both the
conceptual and practical dimensions of PI readiness.

3.2 Selecting Databases and Establishing Inclusion/Exclusion Criteria

The systematic literature search was executed in two major scholarly databases: Scopus and Web
of Science. The search focused exclusively on peer-reviewed journal articles and conference papers
published within the last 15 years. Inclusion criteria required that studies explicitly address PI
readiness, digital transformation in logistics, or organizational adaptation within logistics contexts.
Conversely, non-peer-reviewed articles, editorials, and studies unrelated to PI readiness were excluded.

3.3 Retrieving and Selecting Relevant Literature

A systematic search using predefined keywords and Boolean operators was conducted across
Scopus and Web of Science databases. The selection process followed a multi-stage protocol: initial
retrieval, title and abstract screening, full-text review, and final selection. Each step was guided by
predefined inclusion and exclusion criteria to ensure methodological soundness and the academic
relevance of selected publications.

3.4 Analyzing and Synthesizing Identified Aspects and Indicators

The selected literature was analyzed using a thematic approach to extract and classify PI
readiness indicators. Recurring concepts were coded and organized in alignment with the five
development areas outlined in the updated 2024 ALICE roadmap. These include the transformation of
logistics nodes into standardized and digitally connected PI nodes; the integration of logistics networks
into flexible, multimodal PI networks; the development of a federated system of interoperable logistics
networks; the organizational capacity required for access and adoption; and the governance
mechanisms needed to ensure regulatory alignment and trust across stakeholders. This analytical
structure enabled the identification of key enabling factors, systemic interdependencies, and
implementation challenges, resulting in a structured and holistic classification of PI readiness
indicators grounded in the roadmap’s systems-based approach.

3.5 Development of Readiness Indicator Framework

In the final phase, findings were synthesized into a structured set of PI readiness indicators,
reflecting critical organizational, technological, and governance capacities required for PI adoption.
These indicators offer a practical framework for evaluating readiness, diagnosing implementation gaps,
and formulating targeted strategies for transitioning toward Pl-aligned logistics systems. The
framework contributes both theoretically and practically, serving as a foundation for further research
and application in real-world supply chain contexts.
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4. Result
4.1 Selection and Evaluation of Literature for Pl Readiness in Supply Chains

A structured literature selection process was conducted, as illustrated in the PRISMA diagram
(Figure 2). An initial search in Scopus and Web of Science yielded 436 records. After removing 26
duplicates, 410 records were screened by title and abstract, resulting in 139 articles for full-text review.
Of these, 104 were excluded for lacking a direct focus on PI readiness. The final sample comprised 35
studies, which form the empirical foundation for the development of the proposed readiness assessment
framework.

Identification of studies via databases and registers

g Records identified from
% Scopus and Wos
Registers (n = 428)
2
—
" y
Records screened » | Duplicate records removed (n
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v
Records ed (Tith d
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_g (n=139) (n=271)
P
4
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Full Text articles assessed for
eligibility >
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Not focused on Pl readiness
(n=104)
—
SR h 4
°
g Studies included in review
= (n =35)
2
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Figure 2: PI Readiness Literature Selection Process

Subsequent title, abstract, and full-text reviews ensured methodological rigor and thematic
relevance, resulting in a final selection of 35 high-impact studies. These publications form the empirical
basis for the development of the PI readiness indicators presented in this study.

This iterative refinement process produced a focused and credible dataset, providing a robust
foundation for constructing a comprehensive readiness assessment framework consistent with the
ALICE vision of an open, interconnected, and sustainable logistics ecosystem.

Table 1: Analysis and Clustering Category Papers

Thematic Category No. of Papers Key Research Topics

PI Readiness & 10 Readiness assessment models, adoption challenges, organizational
Adoption transformation strategies

Smart Logistics 5 Digital logistics centers, automation in supply chains, IoT-enabled
Hubs warehousing
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Table 1: Analysis and Clustering Category Papers (Cont.)
Thematic Category No. of Papers  Key Research Topics

Blockchain in 4 Secure data sharing, supply chain transparency, decentralized
Logistics logistics networks

Supply Chain 6 Al-driven decision-making, real-time tracking, digital platforms for
Digitalization logistics

Modular & 5 Standardized m-containers, multimodal transport optimization, Al in
Autonomous logistics automation

Systems

Sustainability & 5 CO: emissions reduction, circular economy logistics, sustainable
Green Logistics freight networks

Based on Table 1, the 35 studies identified from the systematic review are categorized into six
thematic areas aligned with key dimensions of PI adoption. The most represented theme, PI Readiness
& Adoption (10 studies), explores organizational preparedness, strategic alignment, policy enablers,
and implementation challenges. Smart Logistics Hubs (5 studies) emphasize infrastructure
digitalization through automation, [oT, and Al. Blockchain in Logistics (4 studies) highlights secure
data exchange, transparency, and decentralized logistics for enhanced cross-border efficiency. Supply
Chain Digitalization (6 studies) focuses on real-time tracking, Al-supported decision-making, and
integrated logistics platforms. Modular & Autonomous Systems (5 studies) address m-container
standardization, robotics, and multimodal optimization to promote interoperability. Lastly,
Sustainability & Green Logistics (5 studies) examine low-carbon strategies, circular models, and
environmentally sustainable freight operations, reinforcing the ecological relevance of PI.

This thematic classification offers a structured lens for analyzing PI readiness by synthesizing key
research contributions and revealing underexplored areas. It facilitates a holistic understanding of how
technological, strategic, and sustainability dimensions shape the transition toward a digitally integrated
PI ecosystem. Nonetheless, potential biases must be acknowledged, particularly those arising from the
exclusive use of Scopus and Web of Science, which may omit relevant studies indexed elsewhere.
Additionally, the specificity of keywords and inclusion criteria may unintentionally exclude pertinent
literature not explicitly aligned with predefined terms. Recognizing these methodological limitations
enhances the transparency and contextual validity of the review findings.

4.2 Identified Physical Internet Readiness Aspects and Indicators

The readiness for adopting the PI is crucial for transforming logistics systems, aligning with the
five development areas outlined in the 2024 ALICE roadmap. Key aspects include the evolution of
logistics nodes into digitally connected hubs, which leverage modular containers and IoT-enabled
automation to enhance operational efficiency and sustainability [14] [15]. The integration of PI
networks emphasizes multimodal transport, shipment bundling, and dynamic management systems,
which collectively improve routing efficiency and reduce environmental impacts[16] [17].
Furthermore, developing a system of logistics networks necessitates interoperability among various
stakeholders through federated digital platforms and standardized protocols, such as blockchain, to
facilitate seamless information exchange and shared infrastructure access [17] This comprehensive
approach not only fosters collaboration but also aligns with lean principles to minimize waste and
optimize resource utilization across the supply chain.

The Access and Adoption area of organizational transformation emphasizes the necessity for
internal roadmaps that align with performance indicators (PIs), workforce training, and the adoption
of flexible business models like pay-per-use and logistics-as-a-service. These models enable broader
participation in logistics networks without necessitating full ownership of assets, as highlighted by the
evolution of business models driven by digital platforms and connected technologies [18].
Furthermore, the Governance area underscores the importance of institutional readiness, which is
facilitated through cross-border regulatory harmonization and public-private partnerships (PPPs) that
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foster trust among stakeholders [19]. Collectively, these frameworks support a transition towards
sustainable and efficient logistics systems by addressing technological, organizational, and policy
dimensions, ultimately enhancing collaboration and operational resilience in supply chain management
[20].

These indicators, summarized in Table 2, serve as a robust foundation for developing a readiness
assessment model. The framework enables both researchers and practitioners to diagnose current
capabilities, identify strategic gaps, and support decision-making for the phased implementation of the

PI vision.

Table 2: PI Development Areas (Refer ALICE) and aspects.

Dimension

Physical Internet
Contribution

Aspects

Publication

From Logistics
Nodes to PI
Nodes

Standardized, digitally
accessible, and
automated logistics hubs

Real-time tracking and visibility
Modular and interoperable
handling infrastructure

IOT enabled warehouse
automation

Digital service interfaces
(booking, planning)

Furtado P,2015 [21]
Sternberg H,2017[22]
Deepu T.S.,2021 [23]
Mahor V, 2022[24]
Mangina E,2020 [25]

From Logistics

Seamless, flexible,

Intermodal routing coordination

Fahim P.B.M.,2021[26]

Networks to P1 multimodal IOgiStiCS Dynamic transport planning Chadha S.S.,2022 [27]
Networks networks managed Shipment bundling and Mahor V, 2022[24]
through open platforms synchronization Meyer T,2019 [28]
Network-wide optimization Treiblmaier H,2020 [29]
Developing the Federated platforms, Secure data interoperability Zheng L,2019 [30]
System of cross-network data Participation in federated digital Chen S,2022 [31]
Logistics exchange, and shared ecosystems Tran-Dang H,2025 [32]
Networks access to logistics API and blockchain integration ~ Grest M,2020 [33]
towards PI services and resources Multi-party platform access
Access and Organizational readiness Self-assessment tools Michelotto&Joia, 2024 [34]
Adoption and willingness to Strategic leadership for PI Giilmez and G. Denktas,2024 [35]
transition to PI models adoption Tran-Dang H,2021[36]
Pay-per-use and flexible service
models
Capacity-building initiatives
Governance Cross-sector regulation, Regulatory harmonization Grover N,2021 [38]

trust-building

Public-private partnerships

Nouiri M,2020 [39]

mechanisms, and policy (PPPs) Nouiri , 2020 [40]
innovation supporting Certification and Hofman W,2015 [37]
system-wide PI standardization

implementation

Institutional coordination and
trust

The thematic dimensions and key aspects synthesized from the literature in Table 2 provide the

conceptual foundation for constructing measurable readiness indicators. Each dimension reflects
critical enabling PI adoption. These aspects, drawn from empirical studies and theoretical models,
highlight recurring challenges and capabilities that must be addressed across diverse logistics systems.
Building upon these insights, Table 3 translates the conceptual elements into practical indicators that
organizations can use to assess their current readiness. By aligning each aspect with a corresponding
metric and assessment approach, Table 3 operationalizes the framework outlined in Table 2, bridging
academic theory and real-world application to support strategic decision-making in PI implementation.
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4.3 Developing Physical Internet Readiness Indicators
The development of PI indicators provides organizations with practical criteria for assessing their
preparedness for PI adoption. Structured around the ALICE development areas, these indicators

encompass five development areas as table 3.

Table 3 PI Readiness Indicators

Development areas

Aspects

Readiness Approach

Indicators

Logistics Nodes to
PI
Nodes

Real-time tracking and
visibility [21],[22],[26]

Implementing IoT sensors
and dashboards in logistics
nodes

% of logistics hubs with real-time
operational visibility

Modular and interoperable
logistics infrastructure [24]
, [40]

Adopting standardized -
containers and modular
handling systems

% of containers and load units
conforming to PI modularity
standards

Automation capability [25]
, [28]

Integrating robotics and smart
systems into warehouses

% automation of node operations
% energy savings from
automation

Digital service accessibility
[21],[28]

Enabling API-based
interfaces for booking and
planning

Availability of API-accessible
digital services

Logistics Networks
to PI Networks

Intermodal routing and
coordination [24] , [40]

Deploying Al-driven TMS
for dynamic route
optimization and coordination

% of multimodal flows managed
through collaborative routing
platforms

Shipment bundling and
network optimization [30],
[40]

Implementing shipment
consolidation and adaptive
scheduling algorithms

Average shipment consolidation
ratio

Developing the
System of Logistics
Networks towards

Cross-network
interoperability [41] , [31]

Joining federated logistics
platforms with shared access
to services/resources

% of logistics partners integrated
into cross-network platforms

PI

Secure data exchange [29],
[42]

Implementing blockchain or
standardized APIs for trusted
data interoperability

% of transactions conducted
through secure, interoperable
digital channels

Access and Organizational Establishing readiness self- Existence of PI roadmap
Adoption transformation [43] , [44] assessment and transition Internal PI maturity score
roadmaps
Business model innovation Offering pay-per-use, shared % of services aligned with PI-
[457, [33] logistics or on-demand enabled business models
services
Capacity building [33], Training programs for digital % of logistics staff trained on PI-
[42] logistics and modular system  related technologies
operations
Governance Regulatory alignment [38] , Conforming to # of PI-aligned environmental

[39]

national/international PI-
relevant legal frameworks

policy frameworks

Stakeholder collaboration
[36] , [46]

Participation in
standardization bodies and
logistics public-private
partnerships (PPP)

# of stakeholder forums
addressing green logistics

Trust and certification, [46]

Adopting certification
schemes for PI readiness,
data security, and modular
operations

Existence of green logistics/PI
certification schemes

Table 3 presents a structured set of readiness indicators categorized according to the core
development areas defined in the 2024 ALICE roadmap. The transformation of logistics nodes into PI
Nodes is captured through indicators that assess real-time visibility, predictive capabilities, and partner
interoperability. These include the percentage of shipments tracked using Transport Management
Systems (TMS) and GPS, the forecasting accuracy of digital twin simulations used in infrastructure
planning, and the degree of digital integration across logistics partners. In the evolution from traditional
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networks to PI Networks, readiness is reflected in the system’s modularity, standardization, and
automation. Readiness within the System of Logistics Networks is determined by the capacity to
securely and transparently share data across actors. Relevant indicators include the implementation
rate of standardized APIs or Electronic Data Interchange (EDI), the performance of Al-based predictive
models, and the organization’s openness to collaborative data-sharing practices. Access and Adoption
are gauged through metrics that capture business model innovation and institutional flexibility, such as
the share of services delivered through pay-per-use or shared models, compliance with PI-aligned
regulations, and engagement in public-private partnerships (PPPs). Lastly, indicators reflecting the
Governance area address sustainability and circular economy alignment, including the proportion of
fleets powered by clean energy, the reduction in CO: emissions per shipment, and organizational
initiatives supporting reverse logistics, material reuse, and waste minimization. Collectively, these
indicators offer a multidimensional tool for assessing how prepared logistics systems and organizations
are to transition toward the PI paradigm.

4.4 Discussion

The proposed readiness assessment framework translates the conceptual vision of the PI, as
articulated by the ALICE roadmap, into a set of practical, measurable indicators. As illustrated in
Figure 3, the framework is structured across five interrelated dimensions each representing a critical
domain of organizational capability necessary for successful PI adoption.

Developing the System of Logistics

L. Networks towards PI .
Logistics Networks to PI Networks Access and Adoption

) o o Cross-network interoperability o )
e Intermodal routing and coordination o Secure data exchange e Organizational transformation

o Shipment bundling and network o Business model innovation
optimization o Capacity building

p | 4 e

Logistics Nodes to PI Nodes
Governance

e Real-time tracking and visibility » Physica] Internet ' Reaulat ; t
e Modular and interoperable logistics . . e Regulatory alignmen
infrastructure Readiness Indicators o Stakeholder collaboration

¢ Automation capability e Trust and certification
o Digital service accessibility

Figure 3: Pl Readiness Evaluation Framework

To enhance the analytical precision and contextual relevance of the framework, future research may
incorporate structured multi-criteria decision-making techniques such as the Analytic Hierarchy
Process (AHP) or Delphi method. These approaches can facilitate the weighting of indicators based on
expert judgment and contextual priorities, especially in sector-specific or region-specific applications.
Although these techniques are not employed in the present study, their integration represents a logical
extension for tailoring the indicator set to practical decision-making needs. By enabling prioritization
of readiness aspects, such methods would strengthen the diagnostic value of the framework and
increase its adaptability across diverse logistics settings. Table 4 outlines the distinction between the
proposed Pl-specific indicators and previous maturity models, underscoring the contribution of this
study to advancing readiness assessment for PI transformation.
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Table 4: Comparative Overview of Existing Readiness Frameworks and the Proposed PI Model

Dimension Conventional Readiness Frameworks Proposed PI Readiness Framework
Scope Focused on isolated elements (e.g., ICT, Integrates five ALICE-aligned PI Development
digitalization) Areas
PI Specificity Generic logistics or Industry 4.0 orientation Explicitly designed for PI systems
Measurability Primarily qualitative or abstract Quantifiable and operational KPIs
Sustainability Often excluded or treated superficially Embedded as a core dimension (e.g., CO:
reduction, circularity)
Governance & Rarely addressed Includes legal alignment, business model
Policy innovation, and PPP readiness
Applicability Centered on developed economies Adaptable to emerging and infrastructure-

constrained contexts

By linking theoretical constructs to measurable operational indicators, the proposed set of PI
readiness indicators provides a practical tool for both strategic planning and operational decision-
making. Its integrative structure is well-suited to environments where digital infrastructure, governance
mechanisms, and sustainability goals evolve concurrently. This contribution addresses a critical gap in
literature and enhances the utility of readiness assessments in diverse logistics contexts. While broadly
applicable, the indicator set must be adapted to sector-specific conditions. Variations in technological
maturity, process standardization, and supply chain complexity may influence the relevance and
applicability of specific indicators.

Therefore, future applications of the framework should incorporate sector-specific adaptation
mechanisms, ensuring that readiness assessments are contextualized to industry practices and
technological capabilities. This could involve the selective application or weighting of indicators, or
the development of tailored sub-frameworks for sectors where PI principles intersect differently with
operational realities. Recognizing these differences is essential to enhance the framework’s validity
and practical utility across diverse industrial contexts.

5. Conclusion

This study presents a structured set of readiness indicators to support the strategic transition toward
PI adoption, grounded in the five development areas outlined in the 2024 ALICE roadmap. Synthesized
from key technological, organizational, and institutional enablers, the indicators are translated into
measurable KPIs that enable comprehensive assessment of readiness across logistics systems.

Designed for adaptability, the indicator set supports organizations in identifying capability gaps,
prioritizing investments, and aligning transformation efforts with broader goals of digital integration,
modularity, and sustainability. Although weighting techniques such as the Analytic Hierarchy Process
(AHP) or Delphi method are not applied in this study, the findings offer a foundation for future
refinement and contextual prioritization.

To ensure practical relevance, future research should focus on validating and calibrating the
indicators within specific industry or regional contexts. Such application would enhance the
framework’s diagnostic accuracy and its utility for guiding strategic planning in diverse logistics
environments undergoing PI-oriented transformation.
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Abstract: In response to the growing need for eco-friendly urban deliveries, this paper presents
a methodology for the network design and capacity management of hyperconnected urban
logistic networks. Following a Physical Internet (PI) concept, we first design three-level service
regions using a demand-balanced spectral clustering algorithm that partitions city regions into
urban areas, local cells, and unit zones. We then introduce a large-scale network design
optimization model to generate a three-tier hyperconnected urban logistic network composed
of gateway, local, and access hubs to integrate and support freight movements. To evaluate the
logistics performance of the proposed network, we develop a dynamic capacity management
model for containerized urban deliveries, leveraging modular containers for swift load
transfers. This model also incorporates dynamic vehicle sharing and repositioning to support
flexible scheduling of electric trucks and delivery vans. In the case study, we use the Metro
Atlanta area as a testbed to compare our hyperconnected network with a traditional end-to-
end network. The experimental results demonstrate that the hyperconnected network enhances
resource utilization, reduces operational costs, improves service quality, and achieves greater
environmental sustainability, providing new insights for agile and sustainable urban logistics.

Keywords: Urban Logistics; Hyperconnected Urban Logistic Network Design;, Dynamic
Capacity Deployment; Multi-period Vehicle Routing & Repositioning, Net-Zero Emission,
Physical Internet.

Physical Internet (PI) Roadmap Fitness: Select the most relevant area(s) for your paper
according to the Pl roadmaps adopted in Europe and Japan: X PI Nodes (Customer Interfaces,
Logistic Hubs, Deployment Centers, Factories), XI Transportation Equipment, X PI Networks, £
System of Logistics Networks, [1Vertical Supply Consolidation, [1Horizontal Supply Chain Alignment,
[J Logistics/Commercial Data Platform, [ ] Access and Adoption, [J Governance.

Targeted Delivery Mode-s: X Paper, [ ] Poster, [JFlash Video, X In-Person presentation

1 Introduction

According to the report by Carey and Baertlein (2023), many start-up companies in Europe and
the United States are rapidly positioning themselves to capture the growing market for zero-
emission, electric last-mile urban deliveries to retailers and consumers. In addition, major
logistics companies have set long-term targets for fleet electrification. FedEx aims to achieve a
fully zero-emission delivery fleet by 2040 (FedEx, 2022), while Deutsche Post DHL Group
plans for 60% of its delivery fleet to be electric by 2030 (DHL, 2023). This growing emphasis
on zero-emission urban transport underscores the need for innovative logistics solutions that
not only deliver operational efficiencies but also reduce environmental impact.



To address these global logistics challenges, Montreuil (2011) introduced the concept of the
Physical Internet (PI), which aims to revolutionize supply chain operations through modularity,
containerization, open asset sharing, and hyperconnectivity to ultimately enhance efficiency
and sustainability. Building upon this foundation, Crainic and Montreuil (2016) proposed the
concept of hyperconnected city logistics, introducing nine key principles that together offer a
conceptual framework for designing efficient and sustainable urban logistic systems. Moreover,
Crainic et al. (2020) developed an optimization model for tactical planning within a two-tier
hyperconnected network, allowing for the evaluation of the proposed framework’s benefits.

Inspired by the core principles of hyperconnected city logistics, this study introduces a
methodology for the network design and capacity management of PI-enabled hyperconnected
urban logistic networks, aiming to achieve both environmental sustainability and operational
efficiency. Specifically, we employ a demand-balanced spectral clustering approach to define
three-tier service regions, followed by a large-scale network design optimization model to select
hub locations. This facilitates the construction of a three-tier hyperconnected hub network. To
evaluate the logistics performance of the proposed network, we develop a multi-period capacity
management model to optimize freight and vehicle routing across the network, ensuring
demand fulfillment while minimizing total delivery costs. In our case study, we use the Atlanta
metropolitan area as a test bed to compare the proposed hyperconnected network with a
conventional end-to-end network. We evaluate performance along four key dimensions (i.e.,
network & service configuration, operational efficiency, environmental impact, and cost
effectiveness) to provide a comprehensive comparison. Overall, this research contributes to the
practical implementation of the PI concept within urban logistics and highlights its potential to
reshape traditional paradigms into more adaptive, efficient, and eco-friendly systems.

The rest of this paper is structured as follows. Section 2 provides a literature review of related
work. Section 3 outlines the problem setting. Section 4 details the proposed methodology for
network design and capacity management. Section 5 presents the case study and numerical
results. Finally, Section 6 concludes with a summary and discusses future research directions.

2 Literature Review

The network design problem has received extensive research attention in both industry and
academia for decades. One of the earliest network configurations involved direct shipments
from origin to destination. While straightforward, this end-to-end approach lacks scalability
and leads to high costs due to fragmented routing. To address this inefficiency, the hub-and-
spoke model was proposed by O’Kelly and Miller (1994), enabling the consolidation of freight
through central hubs to benefit from economies of scale. However, the inherent centralization
in hub-and-spoke networks often results in extended travel paths and vulnerability to
disruptions. These structural limitations prompted the introduction of hyperconnected logistic
networks under the PI initiative. Unlike hub-and-spoke structures, hyperconnected networks
feature densely interlinked hubs operating across multiple layers, enabling efficient
consolidation, dynamic routing, increased resilience, and more robust system performance
(Muthukrishnan et al., 2021; Li et al., 2023; Liu et al., 2023; Xu et al., 2024). Moreover, Kim et
al. (2021) evaluated a PI-enabled hyperconnected network in urban last-mile delivery settings,
demonstrating its potential to provide an efficient and cost-saving urban delivery solution.

Several studies have contributed to the development of capacity planning models within the
field of PI. Oger et al. (2021) proposed a decision support system aimed at making strategic
capacity planning more flexible and responsive in the face of uncertainties inherent in
hyperconnected logistics. Faugere et al. (2022) explored the application of a hyperconnected
urban parcel logistic network, where modular smart lockers are strategically deployed at PI
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access hubs for first-mile pickup and last-mile delivery. Liu et al. (2024) focused on strategic
capacity and resource planning in hyperconnected modular distributed construction supply
chains. By deploying mobile production containers dynamically across the facility network,
their approach helps regulate production rates and mitigate risks arising from fluctuating
demand and unforeseen disruptions. Moreover, Liu et al. (2025) investigated dynamic logistic
hub capacity planning within a hyperconnected relay-based transportation network, which
accounts for uncertainties in both demand and geographic disruptions.

3 Problem Description

This work introduces a structured approach to design and manage the capacity of PI-enable
hyperconnected urban logistic networks, with the goal of enhancing environmental
performance while optimizing logistical operations. It is important to emphasize that this study
aims to provide a methodology to support the implementation of the PI, serving as a tool for
stakeholders rather than prescribing specific investments or decisions. In practice, these
decisions are typically made collaboratively by multiple parties involved in urban logistics.

Under the concept of PI, the urban territory is divided into unit zones, which are grouped into
local cells and further clustered into urban areas, forming a multi-level urban service region as
demonstrated in Figure 1 (a). Among these, unit zones represent the smallest service regions.
Their scale and form vary based on local context, which could range from an industrial site,
residential block, or airport to designated areas within a multi-story building (Montreuil et al.,
2018). In most cases, these zones can be visualized as compact, adjacent polygons on a
geographic map.

Area NE

Local Hub Network
Linking local cells

< Plane 3
) \ Gateway Hub Network
N\ \ 3 Linking areas
- g Plane 2

*

Plane 1

Area SW l Area S Area SE

Plane 0
Intra-Zone Travel
In each unit zone across the world

(a) (b)
Figure 1: Hyperconnected urban logistic network in generic urban region (Montreuil et al., 2018)

Building upon this, multi-tier hyperconnected urban logistic networks can be defined. As
illustrated in Figure 1 (b), there are four planes of interconnected meshed hub networks:
gateway hub network, local hub network, access hub network, and intra-zone network. Each
tier is designed to facilitate efficient freight movement, ensuring seamless consolidation and
transfer between its corresponding service regions. In this paper, we focus on the delivery
operations associated with network layers 1, 2, and 3, assuming that these deliveries are
containerized. Instead of handling freight directly, modular, and standardized containers are
consolidated at hubs, in line with the PI-container concept, which aims to streamline logistics
operations and reduce handling times. Once containers reach the access hubs, couriers unload
the packages and carry out final deliveries to customer-specified locations using intra-zone
travel within plane 0; however, this last layer of operations is out of the scope of this work.

To assess the performance of hyperconnected urban logistic networks, we further propose a
dynamic capacity management model to operate containerized deliveries within the network.
Inspired by the open resource sharing concept from PI, this study considers dynamic vehicle
sharing and repositioning, which collectively utilizes various sizes of vehicles among the same-
level logistic hubs for urban containerized deliveries. Unlike traditional vehicle routing
problems that require vehicles to return to their original hubs, our model provides scheduled
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service routes that enable vehicles to be dynamically repositioned based on fluctuating demand
patterns. To achieve environmental sustainability, our routing strategy involves the coordinated
use of two primary types of electric vehicles: 1) high-capacity electric semi-trailer trucks for
longer-distance transfers between gateway and local hubs, and 2) smaller delivery vans for
agile, localized distribution between local and access hubs. We note that the capacity in our
context is related to number of scheduled service routes and delivery vehicles in the network.

4 Methodology

To build a multi-tier hyperconnected hub network, we first design PI-enabled multi-level
service regions, consisting of unit zones, local cells, and urban areas. In this work, unit zones
are defined using the boundaries of census tracts, which are relatively homogeneous units in
terms of population characteristics and economic status, identified by the U.S. Census Bureau.

4.1 Designing Multi-Level Service Regions

To cluster unit zones into local cells, we propose a demand-balanced spectral clustering
algorithm, detailed in Algorithm 1. By using spectral type clustering, this ensures geographical
connectivity (Ma'arif, 2016) while balancing logistics demand across multiple service regions.

Algorithm 1: Demand-Balanced Spectral Clustering
Input: graph, target number of regions, minimal number of neighbors,

number of iterations.
Build spatial adjacency graph;
Apply spectral clustering to assign initial regions;
for i < 1 to number of iterations do
foreach region do
if region is overpopulated then

foreach tract in the region do
if moving the tract to a neighboring region improves balance

and meets connectivity & compactness constraints then
Accept the move;
break;

if region is underpopulated then

foreach tract in a neighboring region do
if importing the tract improves balance and meets connectivity

& compactness constraints then
Accept the import;
break;

return region clustering results;

Specifically, the algorithm begins by constructing an adjacency graph from geographic data
and applying spectral clustering to generate an initial set of local cells. It then iteratively
balances demand by removing unit zones from overpopulated local cells and assigning them to
underpopulated ones. Each move is validated to satisfy two constraints: (1) graph connectivity
and (2) compactness of the resulting local cells. To measure compactness, we count the number
of neighboring unit zones within each local cell. A minimum-neighbor constraint is enforced
during each adjustment to maintain compact cell shapes. Correspondingly, this same algorithm
is then applied to cluster local cells into urban areas.

4.2 Designing Multi-Tier Hyperconnected Hub Networks

After defining the multi-level service regions, we construct the multi-tier hyperconnected hub
network. We begin by identifying a broad set of potential hub locations for each tier. These
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candidates are then refined through specialized algorithms that assess their suitability based on
specific criteria for each hub type and its intended function.

Access hubs, which are smaller and more adaptable, can be situated in a range of locations as
long as there is sufficient space to accommodate mobile hubs. In contrast, local hubs, which
serve as secondary consolidation points, and gateway hubs, which handle large volumes and
longer-distance transfers, require more specific facilities to ensure practical feasibility,
operational efficiency and seamless integration into the broader logistics system. To identify
suitable locations for local and gateway hubs, we leverage CoStar, the leading platform for
verified commercial real estate information, analytics, and data-driven news. CoStar enables us
to filter potential sites based on criteria such as listing type (sale or lease), available space, and
specific amenities. For gateway hubs, which need to accommodate large vehicles like trucks,
we prioritize locations with essential features like docking stations, sortation areas, secure
parking, and rest stops. This data-driven approach ensures that the selected hubs meet both
functional and operational requirements, enhancing overall efficiency of the logistics network.

4.2.1 Gateway Hub Networks

The gateway hub network forms the backbone of the multi-tier urban logistics system, designed
to handle the largest volumes and facilitate long-distance transfers between urban areas. To
establish this critical layer, we begin by identifying candidate gateway hub locations within
each urban area using CoStar. Then, we identify the clusters of these facilities and refine this
using a k-medoids clustering approach, which selects the most representative cluster based on
spatial distribution and expected throughput, ensuring efficient coverage of each urban area. In
contrast, defining the local and access hub networks involves far more candidate locations and
more complex decisions regarding their service regions and precise placements, making simple
clustering approaches insufficient. Therefore, for these two layers, we employ large-scale
network design optimization models to ensure that the overall system achieves high levels of
efficiency, scalability, and robustness under varying demand conditions.

4.2.2 Access Hub Networks

Access hubs serve as first-tier consolidation points for shipments from unit zones, typically
located within or near these zones. When strategically positioned at the intersections of multiple
zones, they enhance network resiliency by supporting several zones simultaneously. However,
the dense and complex nature of urban infrastructure often results in a large number of
candidate locations around each unit zone, making the identification of viable access hubs
challenging. To address this, we apply the set-cover based optimization framework from
Muthukrishnan et al. (2021). This approach begins by generating initial set of candidates from
all intersection points of unit zone polygons and determining which zones each candidate can
feasibly serve by defining a geo-specific threshold that adapts to the local density of unit zones.
Then, two critical parameters guide the selection of process of potential hubs

¢ a,:the minimum number of hubs that should be accessible to each unit zone, ensuring
operational resilience

e B,: maximum number of zones each hub can support, controlling load distribution
across the network

The model assumes modular capacity at access hubs, aligning with Physical Internet principles,
and aims to minimize the combined costs of daily courier operations, hub establishment, and
modular capacity deployment. This approach significantly reduces the candidate pool,
identifying potential locations that are several orders of magnitude smaller than the initial set.

4.2.3 Local Hub Networks
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Once potential access hub locations are identified, the next step is to select local hub locations,
which serve as intermediate consolidation points between access hubs and gateway hubs. This
requires considering physical distances and directional flow patterns to minimize operational
costs. However, to keep the initial selection tractable, we focus on key capacity and connectivity
criteria to other tiers at this stage, leaving detailed routing and vehicle assignment decisions for
later, when precise inter-hub flow modeling is performed.

Similar to the gateway hub design, we start by identifying initial candidate facilities for local
hubs using CoStar, applying filters based on specific operational requirements like available
space and handling capacity. We then determine which local cells each hub can potentially
serve, excluding intra-cell flows, which are assumed to be handled by access hubs. Next, we
classify the freight flows handled by local hubs into two main categories:

e Intra-Area Flows - Shipments moving between local cells within the same area -
typically between access hubs in each local cell with local hub as intermediate points

e Inter-Area Flows - Shipments moving between local cells across different areas -
typically between local hubs with gateway hub as intermediate point

We then apply the modified set-cover-based network flow model (Muthukrishnan et al., 2021),
defining two critical parameters similar to the access hub model, to minimize the combined
costs of hub establishment, capacity deployment, and inter-hub operations between local hubs
and access/gateway hubs, while meeting both intra and inter-area flow requirements.

4.3 Evaluation of Proposed Network

To evaluate the performance of the proposed network, we formulate a two-echelon, multi-
period vehicle routing and capacity management model that determines both vehicle
assignments and freight routing across the urban logistic network. As noted in Section 3, all
freight is transported within standardized containers. At each logistic hub, full and empty
containers are directly swapped between vehicles. Based on network tiers, we predefine first-
and second-echelon scheduled service routes connecting gateway, local, and access hubs. The
model synchronizes container movements across the three-tier networks by enforcing flow
conservation at each hub and ensuring vehicle availability for every scheduled service route.
More specifically, vehicle routing decisions are coupled with container assignment, subject to
echelon-specific vehicle capacity limits. The objective of this model is to minimize total
delivery expenses, including transportation and handling costs, hub capacity costs, and
penalties for outsourced deliveries. Overall, this optimization model enables operational
planning for vehicle-to-service assignment and container routing in urban delivery settings.

5 Case study

5.1 Experimental settings
5.1.1 Estimating Freight Flows

In this study, we use the Atlanta metropolitan area as our testbed. We begin by estimating
freight flows at the tract level to identify clusters of local cells and urban areas, which form the
basis for selecting the three tiers of hubs: gateway, local, and access. To achieve this, we
leverage the Freight Analysis Framework (FAF), which provides comprehensive estimates of
the weight shipments across the United States, categorized by commodity types and
transportation modes, using a system of 132 aggregated FAF regions.

To increase geographic granularity, we adopt a methodology similar to the experimental
county-to-county commodity flow product recently developed by the Bureau of Transportation
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Statistics (BTS). This approach uses population and labor force as production and attraction
factors to disaggregate FAF region-level flows into county-level flows. For our urban logistics
focus, we extend this further, converting county-level flows to tract-level flows using the same
methodology. Finally, we aggregate these tract-level flows to form clusters representing local
cells and urban areas, identifying potential candidates for each layer of hubs based on the
methods detailed in the previous section.

5.1.2 Mapping Commodity Flows from Tract to Hub Level

To provide the origin-destination demand data for the capacity management model, we
aggregate flows from region-to-region level into hub-to-hub flows. Prior to this mapping, the
FAF flows are classified into the following categories: External FAF regions to Metro Atlanta
Tracts, Metro Atlanta Tracts to External FAF regions, Between Metro Atlanta Tracts. Given
the high spatial granularity of the urban area and the complex nature of hub assignment based
on directionality and flow volumes, we adopt a structured mapping strategy that reflects one
possible logistics routing behavior in this study context:

o FExternal FAF Regions to Metro Atlanta Tracts: These flows are modeled as
originating from the nearest gateway hub to the external FAF region and are distributed
among access hubs that can feasibly serve the receiving tracts.

o Metro Atlanta Tracts to External FAF Regions: These flows are modeled as departing
from access hubs associated with the sourcing tracts and are destined to the nearest
gateway hub that connects to the External FAF region.

e Between Metro Atlanta Tracts: These flows are categorized into high and low volume
origin-destination pairs based on a predefined threshold:

o Higher Volume Flows: Mapped between local hubs assigned to serve the tracts,
prioritizing the local hubs that are aligned with the flow direction to avoid detours.
o Lower Volume Flows: Mapped among multiple access hubs assigned to the tracts.

We remark that when multiple hubs are feasible for either origin or destination, individual flow
volumes can be split and assigned across these hubs. Ideally, such assignments could be guided
by probability distributions based on empirical data (e.g., service frequency, hub available
capacity, or observed routing patterns). However, since the lack of detailed information at this
stage, we currently use uniform random allocation among the feasible hubs.

For the network logistics performance experiments, we consider a 3-day planning horizon. We
assume that each first-echelon electric truck can carry up to 10 containers, and each second-
echelon electric delivery van can carry up to 4 containers. Moreover, each container is designed
to carry a maximum of 1.5 tons of freight. In this paper, due to computational tractability, we
focus on freight flow from gateway to access hubs within a region instance with 3 urban areas.

5.2 Results

Figures 2 and 3 present the service region clustering and three-tier hub selection results for
Metro Atlanta area. The result includes 1,248 unit areas, which are clustered into 100 local units
and 10 urban areas according to empirical testing. These parameters can be adjusted to reflect
the scale and characteristics of specific regions under consideration. It can be seen from Figure
2 that the proposed Algorithm 1 yields clusters with strong graph connectivity and spatial
compactness, while the freight flows across regions are well balanced. In addition, we observe
that service regions near city boundaries tend to be larger, whereas those in downtown areas
are smaller. This variation in service area sizes is reasonable from a logistics management
perspective, as densely populated urban cores typically experience higher demand and greater
traffic congestion, necessitating finer regional divisions. In Figure 3, a total of 10 gateway hubs
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are identified, all strategically located near major highways. The optimization model then
selects 109 local hubs and 1,122 access hubs, situated at the intersections of local cell and unit
zone boundaries, respectively.

Unit zones (Metro ATL census tract) Local cells (target number = 100) Urban areas (target number = 10)
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Figure 2: Hyperconnected service region division results
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Figure 3: Hub selection results for gateway, local, and access hub network

In the case study, we compare two transportation approaches: 1) direct transportation using a
classical end-to-end network, where freight is transported directly from sources to destinations
without intermediate handling or consolidation, and 2) hyperconnected transportation, where
freight is routed through the proposed three-tier hyperconnected hub network to enable
consolidation and relay operations. As shown in the multi-layer visualization of Figure 4, the
hyperconnected network features both vertical and horizontal connectivity, structured
according to service region assignments and distance-based thresholds. Then, comparing the
two network configurations shown on the left side of Figure 4 reveals that arcs in the
hyperconnected network are significantly shorter than those in the end-to-end network,
indicating more consolidated and efficiently organized freight flows.
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Figure 4: The resulting three-tier hyperconnected network and the corresponding end-to-end network

To quantitative evaluate the logistics performance of the hyperconnected urban logistic network
against the end-to-end network, we solve the proposed capacity management model to test
freight operations in two networks. Table 1 summarizes the comparative results of detailed
performance metrics across four key dimensions.

Field Performance metrics End-to-End network | Hyperconnected network
# of scheduled service routes per day 1,208 1,782
Network & Average # of service routes per hub per day 402.67 46.89
Service
Travel time per day (hours) 1,043 515
Travel distances per day (miles) 37,512 16,818
Operation Service route delivery efficiency 3.24 22.76
ey Service route overall truck fill rate (%) 34.92 53.18
Environmental Fuel consumption per day (tons) 23.47 11.60
Impact CO2 emissions per day (metric tons) 65.14 32.21
Total cost per day ($) 42,230 38,791
M(égsitcs Transportation cost per day ($) (percentage (%)) 41,717 (98.79) 32,475 (83.72)
Hub cost per day ($) (percentage (%)) 512 (1.21) 5,822 (15.01)

Table 1: Network performance comparison - hyperconnected network vs end-to-end network

As shown in Table 1, while the hyperconnected design involves more scheduled service routes,
it achieves a 50.62% reduction in daily travel time and a 55.17% decrease in travel distance,
due to the introduction of local hubs for consolidation and transshipment. In terms of
operational efficiency, the hyperconnected network delivers over seven times the delivery
efficiency (i.e., total number of delivered containers divided by total travel time) and improves
the overall truck fill rate by 18.26%, reflecting efficient freight consolidation. Environmentally,
the hyperconnected network reduces daily fuel usage and €O, emissions by more than half,
highlighting significant sustainability gains. Finally, the total daily cost is reduced by 8.14%,
primarily driven by lower transportation expenses. Overall, these results demonstrate that the
hyperconnected network provides both economic and environmental benefits in urban logistics.

6 Conclusion

In summary, this study presents a methodology for designing and capacity-managing PI-
enabled hyperconnected urban logistic networks, combining a three-tier hyperconnected hub
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network, containerized urban deliveries, and dynamic vehicle sharing to provide a more
sustainable and efficient solution for urban freight operations. Our case study demonstrates that
by shifting from end-to-end transportation to a hyperconnected configuration, cities can more
effectively accommodate growing freight volumes while reducing their carbon footprint.

For future work, we will generalize the capacity management model to capture multi-directional
freight flows across all network tiers, providing a more realistic representation of urban
logistics. Moreover, we will explore advanced solution approaches, such as column generation,
to improve the scalability and computational efficiency of the proposed model. Finally, we plan
to develop a simulation tool, potentially using agent-based modeling, to emulate detailed freight
flows within the Metro Atlanta area, incorporating road network constraints, vehicle routing
with hub processing dynamics, and time-dependent traffic conditions.
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Abstract: The Physical Internet (PI) is a revolutionary concept in the logistics sector that has
emerged over the past decade. It aims to develop an integrated network that emphasizes
sustainability and efficiency to achieve interoperability and a collaborative global logistics
system. To achieve this, numerous studies have been conducted addressing various aspects of
the PI. However, understanding how PI research is currently developing and which directions
it focuses on remains limited. Thus, a comprehensive analysis of past Pl research is needed.
This study aims to analyze the research trend of the PI by identifying the current state of
research and under-researched aspects using natural language processing techniques.
Relevant Pl-related papers were obtained throughout the years from numerous journals and
served as the dataset for this research. The data were reconstructed and filtered through
natural language processing (NLP) to retain only relevant information. It is further analyzed
using BERTopic, a machine learning technique based on Bidirectional Encoder
Representations from Transformers (BERT). The analysis produced several topics that
represent focus points in Pl research. These topics highlight research trends and indicate areas
that can be evaluated, offering better insights for future research related to the Physical
Internet.

Keywords: Physical internet, machine learning, natural language processing, bertopic.

Physical Internet (PI) Roadmap Fitness: Select the most relevant area(s) for your paper
according to the PI roadmaps adopted in Europe and Japan: [ PI Nodes (Customer Interfaces,
Logistic Hubs, Deployment Centers, Factories),[ ] Transportation Equipment, [J PI Networks, [
System of Logistics Networks, []Vertical Supply Consolidation, []Horizontal Supply Chain Alignment,
[ Logistics/Commercial Data Platform, [ ] Access and Adoption, X Governance.

Targeted Delivery Mode-s: X Paper, [ ] Poster, [JFlash Video, X In-Person presentation

1 Introduction

The logistics sector plays a vital role in society as it ensures the movement of goods and services
to maintain economic stability, both locally and globally. One of the most important aspects of
this sector is the logistics network. True to its name, a logistics network acts as a distribution
system that delivers products from manufacturers to customers. However, the current system
faces multifaceted challenges, including greenhouse gas emissions, traffic congestion, and poor
working conditions in the labor force (Sternberg and Norrman, 2017). These challenges make
the current system increasingly unsustainable.

This unsustainability calls for transformation. One such alternative is the Physical Internet (PI),
a system built through the utilization of the concept and architecture of the Digital Internet to
create an open, standardized, and interconnected network (Montreuil, Meller and Ballot, 2012).
Similar to the Digital Internet, PI delivers goods using standardized means to create
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interconnected networks operated in a modular and collaborative fashion (Ballot, 2019). PI
standardization encompasses protocols, modular containers, and interfaces to push for an
increase in efficiency and sustainability (Sternberg and Norrman, 2017).

PI aims to create a global logistics system through the integration of assets and operations. It
includes distribution, collaborative warehousing, and dynamic routing through open-access
networks and modular packaging (Ballot, Montreuil and Zacharia, 2021). Despite this, PI as a
concept is still in its infancy. Although numerous studies have been conducted, several aspects
remain under-researched, including business models, implementation roadmaps, and the effects
of implementation itself (Sternberg and Norrman, 2017).

Due to these deficiencies, conducting a systematic review and analysis of PI’s current state
becomes a necessity. The analysis will give a better insight into PI’s research trends. One of the
recently popular techniques for large-scale data analysis is Natural Language Processing (NLP),
a machine learning method that implements algorithms on data to uncover information not
previously identified (Lauriola, Lavelli and Aiolli, 2022). One of the NLP-based models is
BERTopic, a machine learning technique developed by Grootendorst (2022) to generate
representative topics from text data to uncover new insights.

This study applies NLP through the BERTopic model to analyze current research trends of the
PI. Findings from the analysis will be used to evaluate the current research focus and uncover
potential areas for future research. The remainder of this study is organized into several
sections: Section 2 reviews past studies on PI and NLP. Section 3 details the data and
methodology. Section 4 presents the findings and identifies key themes and gaps. Section 5
concludes the study and offers recommendations for future research.

2 Literature review and research gaps

Several relevant past studies have been reviewed in this paper. This includes several studies
related to the physical internet, in particular, past studies regarding the literature review of the
physical internet and studies related to the utilization of natural language processing.

2.1 Studies related to Physical Internet

Studies about PI have become a growing interest due to its potential to change the existing
condition of the logistics network. This interest produced numerous studies that have led to
several studies with the main priority of conducting a literature review and an analysis to know
the current state of PI and the potential future development of PI research itself.

Numerous studies utilize various methods to come to their conclusions. Sternberg and Norrman
(2017) reviewed 46 papers through expert judgment and literature review to provide a future
research outline for the PI. They found that while PI has potential as a concept, there is a
deficiency in defining its potential under practical application and uncertainty in its contribution
to logistics sustainability. Another study by Treiblmaier et al. (2020) found through a systematic
literature review of 148 publications that the most pressing issue for PI is the development of a
structured framework for future guidance of PI research.

Chen, Su and Cheng (2022) analyzed 88 publications to identify key themes and existing gaps
in PI research. Although the study shows seven research clusters and five methodologies that
have been used, it also states the lack of studies that bridge the theoretical and practical
approaches. Nguyen et al. (2022) conducted a study through a large-scale bibliometric mapping
of 518 papers on PI and Digital Twin in supply chain management. They concluded that PI
research still lacks cohesiveness due to the high dispersion across numerous research fields,
with few bridging aspects for the research. Meanwhile, Aron and Sgarbossa (2023) focused on
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the aspect of PI’s resilience by conducting a review analysis of 27 papers. They concluded that
the study on PI’s resilience is still in its infancy, hinting at the potential for PI research.

Even though these studies gave an insight regarding the state of PI research in its current
condition, one limitation consistently appears: the limited scope of the reviewed studies. This
potentially creates a condition where some important key aspects of PI research have not been
discovered yet. Thus, a large-scale analysis is needed to gain a thorough knowledge of the
current state of PI research and what can be improved or focused on in the future.

2.2 Studies related to natural language processing

Natural Language Processing (NLP) is one of the novel methods that focuses on analyzing large
text-based datasets. The ability of NLP to process the data and extract useful information has
made it highly useful for exploring previously under-researched or less understood topics, such
as the Physical Internet (PI). Among the many models under the NLP umbrella, BERTopic
stands out for its effectiveness in uncovering key topics from large textual datasets.

BERTopic was utilized by Saidi, Trabelsi and Thangaraj (2022) to identify and classify Twitter
(now X) profiles associated with terrorism. Meanwhile, Hirata and Matsuda (2023) utilized
BERT to analyze the sentiment of the public on logistics-related tweets during the COVID-19
pandemic, highlighting NLP’s ability to provide an outlook in logistics. A similar study by
Karabacak and Margetis (2023) used BERTopic to find prevalent research topics in spine
studies. Meanwhile, Ma et al. (2024) utilized BERTopic to analyze user reviews from online
food delivery services, revealing overlooked topics such as corporate responsibility. Raman et
al. (2024) conducted a scientometric review of artificial intelligence using BERTopic in the
academic field, while Verbytska (2024) applied it to media reporting style, revealing narrative
biases in Western and Eastern coverage of the Russia-Ukraine war.

These studies highlight the strength of BERTopic in revealing hidden or uncovered topics that
can provide deep insight into various research fields. Given these advantages, the application
of BERTopic to PI research potentially reveals uncovered areas and provides a comprehensive,
data-driven understanding of the field.

2.3 Research gaps

As mentioned before, NLP, in particular, BERTopic, have proven to be one of the leading
methods in analyzing large datasets to extract important information, including key topics from
PI studies. Past studies, including Sternberg and Norrman (2017), Treiblmaier et al. (2020), and
Aron and Sgarbossa (2023) may have revealed several insights regarding PI. However, those
studies still rely on conventional methodologies, such as systematic review or bibliometric
analysis, which depend on smaller data. Therefore, it limits their capability of analyzing PIL
Meanwhile, NLP methods have been successfully utilized in other research fields, including
logistics-related social media (Hirata and Matsuda, 2023), Al in the academic field (Raman et
al., 2024), and a bias analysis on the media (Verbytska, 2024). In those studies, BERTopic
showed its strength by consistently revealing topics from large data. Given its clear advantage
to handle large-scale data and its effectiveness in uncovering topics, BERTopic has great
potential to be utilized to uncover numerous Pl-related topics that might exist.

3 Methods

This methodological approach for this study consists of four steps: (1) data collection, (2) data
preprocessing, (3) topic modelling and clustering, and (4) visualization. Data collection
involves the compiling process of a large dataset that consists of past research and academic
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publications that revolve around the PI concept using selected queries to capture all related
research.

The second step is preprocessing. This step involves NLP techniques that include tokenization,
the removal of non-essential elements, and lemmatization. This ensures that the content in the
dataset will consist only of relevant texts and will not generate any potential noise or disruption
to the next step of the analysis. Topic modelling is the next step that is performed using
BERTopic, a derivative of BERT, which in itself is one of the NLP models. After topics are
generated through BERTopic, the final step will be visualization. This step involves Uniform
Approximation Manifold and Projection (UMAP) for reducing the dimension of all the
generated topics so that they can be projected into a two-dimensional space. Another part is
Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN) for
clustering all the topics. These steps can be further examined in Figure 1.

Machine Learning and

Data Collection Data Preprocessing Topia Generalion Visualization

Tokenization
UMAP
Numbers, Symbols,
Collection of | el | " ana stapowords > >
Pl-related Removal BERTopic
Papers

.emmatization

Figure 1: Methodologies of The Research
3.1 Data collection

The data collected in this research consists of PI-related research and publications. Through the
compiling process, 5,151 papers were obtained and became the basis of the dataset. The dataset
was obtained through a Python-based metadata retrieval method using the ScienceDirect
Application Programming Interface (API). To obtain relevant publications, certain search
queries were applied. Keywords such as "Physical Internet", "Cyber-Physical Internet",
"logistics networks", "synchromodality" were used. After initially obtaining 4,755 papers, those
that do not have accessible content and a full text version were filtered, bringing down the
number to 3,043. This dataset was then combined with another existing dataset of 2,626 papers.
These combined datasets were further refined to remove any redundant paper that exists in both

datasets, resulting in a final number of papers in the dataset of 5,151.

The dataset will be used as the basis of the next step in the NLP-based analysis, providing
bigger data to be analyzed so that a more comprehensive analysis can be performed. This dataset
forms the foundation for the subsequent NLP-based topic modelling analysis, offering a
comprehensive and chronologically appropriate representation of scholarly work on the
Physical Internet.

3.2 Data preprocessing

The dataset was then analyzed using NLP techniques to filter out irrelevant information and
provide a clean dataset for further analysis using BERTopic. This step can be considered
paramount since failure to do preprocessing would result in the model of the BERTopic being
trained using irrelevant words that have no connection to PI research. This may result in topics
that have little or no relevance to the PI's research. Figure 2 explains the full workflow of the
preprocessing that was applied to the research. This includes tokenization, removal of
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unnecessary elements, and lemmatization. The data preprocessing consists of several sub-steps
as outlined below:

Numbers, Symbols, and

T e Lemmatization

Original Text Tokenization

‘The Physical ‘the, physical, ‘physical, internet,
Internet aims to — internet, aims, to, aims, create,
create a meodular, create, a, medular, modular,
standardized, and standardized, and, standardized,
open logistics open, logistics, cpen, logistics,
system’ system’ system’

‘physical, internet,
aim, create,
modular,
standardize, open,
logistics, system’

v

A 4

Figure 2: Steps of Data Preprocessing
3.2.1 Tokenization

The first step of data preprocessing is tokenization. It splits a sentence into individual words
that will be known later as tokens, enabling the BERTopic to process each token and allocate
them into separate, unique units. For example, a sentence such as: "The Physical Internet aims
to create a modular, standardized, and open logistics system." would be tokenized into: "the,
physical, internet, aims, to, create, a, modular, standardized, and, open, logistics, system". The
tokenization process was done using the Natural Language Toolkit (NLTK) library in Python
to tokenize all of the papers in the dataset.

3.2.2 Removal of non-essential elements

Once the tokens have been generated through the process of tokenization, non-essential
elements such as numbers, special characters, and stop words are removed. This is very
important because those elements might generate noise in the process that would reduce the
accuracy of the machine learning process. Applying this filtering to the previous tokenized
example results in: "physical, internet, aims, create, modular, standardized, open, logistics,
system".

3.2.3 Lemmatization

The final step of data preprocessing will be the lemmatization process. It turns each token into
its base form, also known as the lemma, to streamline every word that shares the same root
form but may come in a different form due to certain grammatical rules. For example, words
like ‘eat’, ‘ate’, ‘eating’, and ‘eaten’ would be streamlined into one root form, ‘eat’. Taking the
previous example as the sample, a final set of purified tokens will be: "physical, internet, aim,
create, modular, standardize, open, logistics, system". After this process, the dataset will then
be ready to be utilized and analyzed using BERTopic to produce a meaningful outcome.

3.3 Machine learning and topic generation

The next step in this research will be machine learning and topic generation. The dataset that
has been transformed into lemmatized tokens in the preprocessing stage will be used to train
the BERTopic to generate relevant topics. BERTopic, as a direct derivative of BERT, further
improve this capability by integrating BERT-based document embeddings with Class-Based
Term Frequency-Inverse Document Frequency (c-TF-IDF), a method used to produce
interpretable topic representations from a dataset (Grootendorst, 2022). The basic operation of
BERTopic can be divided into three steps. First, the dataset will be changed into a series of
vectors with numerical values assigned to them that will be called embeddings using a language
model. Next, the dimension of all the vectors will be reduced into low-dimensional embeddings
using UMAP to enable an easy clustering process. Third, HDBSCAN will be applied to identify
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each cluster from similar vectors. The last step will be the topic generation process using a c-
TF-IDF algorithm to produce unique topics that will serve as the result.

BERTopic is essential in uncovering the important topics that might represent the current
research trend in PI, and it might also indicate the under-researched theme through the lack of
appearance of the said theme in the result. The large dataset analysis also ensures a
comprehensive analysis and gives an even bigger picture to PI research itself. Figure 3 will give
a complete illustration of how the machine learning process through BERTopic will be
conducted.

[ D tehE] Clustering Topic Generation
Preprocessed UMAP TR
Dataset
i 1 T
> | = tative
Embedding Model v HDBSCAN v epresen
Topics
i 1 T
Data Embeddings Clusters Facinrs.
Interpretation

Figure 3: Steps of BERTopic Analysis

3.4 Visualization

The final step in the analysis is the visualization of the results obtained from the BERTopic
analysis. This enables the complex output from the analysis to be visualized in an interpretable
form, thus allowing for easier analysis and identification of the result of research trend analysis
of PI studies. This step can be done by utilizing UMAP and HDBSCAN from BERTopic as
mentioned before. UMAP is utilized due to its ability to preserve local and global structures of
high-dimensional data. This enables the high-dimensional data to be represented with a high
degree of accuracy in two-dimensional form. The key advantage of HDBSCAN is its ability to
treat any noise that might appear as outliers and prevent it from being clustered with other
groupings, thus increasing the accuracy of the clusters themselves and leading to more
meaningful topic representations (Grootendorst, 2022) The final output of this step is the topic
and cluster map from the analysis that can be further interpreted for the PI research trend and
reveal other relevant information that might help with the research development of PI in the
future.

4 Results and Discussions
4.1 Topic generation

Through the BERTopic analysis, 36 topics were identified. These topics contain important
keywords that can be further interpreted to fully understand the current state of PI research and
also to provide an overview of the current research landscape on PI itself.

4.2 Topic coherence and topic diversity score

To validate the accuracy of the generated results from BERTopic, topic coherence and topic
diversity score need to be calculated. Topic coherence mainly revolves around how meaningful
the words are within specific topics, whereas topic diversity is the proportion of unique words
across all topics (Grootendorst, 2022). The topic coherence score ranges from 0 to 1, with values
closer to 1 indicating a high degree of similarity among each topic, which makes it easier to
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interpret. Meanwhile, the topic diversity score also ranges between 0 and 1, with higher values
indicating a good composition of unique words.

From the analysis, the score for topic coherence is 0.6543, and the score for topic diversity is
0.6189. Both of these values indicate that the result generated by BERTopic has a good balance
in terms of topic interpretability and also how unique the words that represent each topic are.
This enables a meaningful interpretability and analysis later on the topics and clusters that were
produced from the analysis.

4.3 Visualization result

Intertopic Distance Map
D2

&

R R T R A A S A SR
TopicO  Topic5 Topic 10 Topic 15 Topic 20 Topic 25 Topic 30 Topic 35

Topic 0

Figure 4: Clusters Generated from BERTopic Analysis

The topics generated are visualized using UMAP and HDBSCAN. As shown in Figure 4, the
visualization grouped all 36 topics into four distinct clusters. These clusters represent the
current research focus of the PI's research. The clusters are outlined as follows:

Table 1: Clusters formed from the BERTopic analysis

Cluster Topics Cluster’s Focus

This cluster mainly revolves around automation from a cyber-physical

Cluster 1 0, 20, 27, 30, 31 ) ] o ] ] ]
aspect, manufacturing, and industrial integration with PI technologies.
This cluster mainly focused on transport, multimodal logistics, and the

Cluster 2 2,21,23

element of infrastructure within the PI-based networks.
a1 3 3,5,6,10, 13, 16, 19, This cluster focused on innovation, sustainability, resilience, and
uster
22,26, 28, 36 traceability in the PI-based environment.

1,4,7,8,9,11, 12, 14, The broadest cluster in terms of scope. It represents other Pl-related
Cluster 4 15,17, 18, 24, 25, 29, research aspects such as cybersecurity, [oT systems, microgrid

32, 33, 34, 35 integration, and smart governance.
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4.4 Cluster interpretation
Table 2: Clusters formed from the BERTopic analysis

Cluster Interpretation

Cluster 1 (PLnode  Represented by Topic 0, this cluster highlights the role of industrial and cyber-physical

automation and systems in evolving logistics nodes into fully interoperable PI nodes. As outlined in the
industry ALICE roadmap, this reflects Generation 3—4 of logistics node development, which
integration) involves automated node service requests and interconnectivity across networks
Cluster 2 (Freight Mainly centered around the topic of freight optimization, multimodal logistics, and
movement and transportation flows. This represents the alignment of the research with the PI network
network vision, explained by ALICE (2020). This cluster represents the focus of the research on
configuration) the synchromodal operations and intermodal flexibility.
Cluster 3 This cluster contains the research focus on Pl-related aspects such as disruptions,
(Resilience, perishable logistics, and recycling processes. According to ALICE (2020), those
sustainability, and aspects focus mainly related to the system of logistics networks, which puts an
flow Innovation) emphasis on secure and efficient protocols to ensure and support the flows of goods.
Cluster 4 (Enabling The cluster contains topics mainly discussing Pl-related technologies such as IoT,
technologies and cybersecurity, and microgrids. Those topics support the development of access and
frameworks) adoption aspects, and also governance aspects.

4.5 Topics discussion

From the analysis, several results regarding the research trend can be analyzed, and it can
provide evaluations and additional insight as to the current research focus of Pl-related research.
These results can be grouped into 5 main groups:

Table 3: Clusters formed from the BERTopic analysis

Key Dimensions Interpretation

Currently, the main focus for the logistics nodes has always been on the upstream part.
Logistics nodes Most of the research only explores the transformations from a technological aspect
(Upstream focus)  within the industrial environment and the cyber-physical system. Leaving other studies,

such as node interconnectivity or downstream-focused aspects, to be under-researched.

Logistics Logistics networks have been one of the most widely researched topics throughout the

networks years. This, however, is not without problems since all the past research mainly focused
(Fragmented on individual logistics networks. Thus, leaving interconnected logistics networks-related

approach) research under-researched.

System of

L. There is a gap in terms of research regarding the system-wide integration of logistics
logistics networks
. networks. Current research mainly discusses network security and challenges in
(Security aspect)
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interoperability. This resulted in under-researched aspects such as the interconnectivity

of the networks and seamless operation within the PI-based logistics network itself.

Aspects such as organizational readiness, trust-building mechanisms, or stakeholder
Access and ) ) ) )
doni education are rarely discussed, and this has resulted in the lack of research on those
adoption
aspects, which can be deemed as important to the adoption of PI itself in the real world.

Based on the analysis of all the available PI-related publications, the governance aspect
Governance of the  remains under-researched. Aspects such as standard-setting bodies, policy coordination,
Physical Internet ~ or regulatory frameworks have not yet been researched at an adequate level. This aspect

is important in regulating and formalizing Pl-related aspects in real-life implementation.

4.6 Research trend analysis

Based on the BERTopic analysis, a chronological analysis is also performed to reveal the
research trends from 2011 to 2025. The analysis reveals that the nature of Pl-related research
keeps evolving. Early pioneer research from 2011 to 2014 mainly focused on network
connectivity and cyberinfrastructure. Research from 2015 to 2019 shifted towards
cybersecurity, sustainability and traceability. Between 2020 and 2024, the main focus was
resilience and innovation, which indicates an increased interest in sustainable PI design and
implementation.

5 Conclusion

This research utilizes BERTopic as part of the NLP methods as a way to analyze the trend of
PI studies. Comprehensive methods such as data collection, data preprocessing, the BERTopic
analysis, and visualization were applied, and 36 topics were obtained and clustered into four
main clusters. These clusters were further interpreted to provide insights into the current
research trend of PI and which area can be developed based on the key dimensions of the
roadmap of PI. Based on further interpretation and analysis, it can be inferred that although
considerable progress has been made in the research of PI, particularly in its technological
aspects, several areas remain under-researched.

Research in the logistics nodes dimension mainly revolves around the upstream aspects, such
as automation and digital transformation, leaving the downstream side underexplored.
Meanwhile, the analysis from the logistics networks dimension found that current studies
mostly focused on individual nodes such as transport or freight, while other aspects, such as
integrated and interconnected networks, remain under-researched. From the access and
adoption side, aspects such as organizational readiness, trust-building mechanisms, and
stakeholder education are not fully researched. The least explored dimension will be from the
governance side, in which little to no research has been conducted in aspects such as policy
coordination, standard-setting bodies, and regulatory frameworks. The analysis from the
research trend also found that aspects such as resilience and sustainability have grown; others,
such as governance, interoperability, and adoption strategies, remain underexplored. These
gaps can be utilized to provide a new focus to future Pl-related research. Therefore, future
development can be directed to provide robust academic findings that will support the
implementation of PI in real-world situations in the future.
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Abstract: Physical Internet (PI) is an emerging concept that applies the digital internet as a
design metaphor for the development of sustainable, interoperable, and collaborative freight
transportation. It is considered a way to bring logistics into the next generation of
transformation. Effective tools for organizing and integrating knowledge are essential for
navigating the emerging research in this area. In this study, we explore the application of
Graph Retrieval Augmented Generation (GraphRAG) in the context of PI, using GPT-40 mini
and Neodj to construct a knowledge graph and systematically analyze existing Pl-related
literature. Our approach synthesizes scattered research findings, highlights emerging trends,

and identifies knowledge gaps. Furthermore, we demonstrate that GraphRAG improves
accessibility by structuring complex information into interconnected graphs and provides a
deeper understanding of underlying research dynamics. This research will contribute to future
research and innovation by providing a new method of information analysis in the PI domain.

Keywords: Physical Internet, Natural Language Processing, Graph Retrieval Augmented
Generation, Large Language Models, Graph database

Physical Internet (PI) Roadmap Fitness: Select the most relevant area(s) for your paper
according to the PI roadmaps adopted in Europe and Japan:[J PI Nodes (Customer Interfaces,
Logistic Hubs, Deployment Centers, Factories),[J Transportation Equipment, [] Pl Networks, [J
System of Logistics Networks, [1Vertical Supply Consolidation, [JHorizontal Supply Chain Alignment,
[J Logistics/Commercial Data Platform, X Access and Adoption, X Governance.
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1 Introduction

Physical Internet (PI) refers to the concept of creating a sustainable global logistics network by
incorporating the concept of the digital internet into the transportation and distribution of
physical goods. It aims to improve efficiency, flexibility, and sustainability by redesigning
existing logistics networks and utilizing information and communication technologies (ICT)
alongside standardized logistics infrastructures. Almost fifteen years have passed since
Montreuil et al. (2010) first introduced the PI concept, which has since progressed from a
theoretical framework to active empirical research. Efforts to make PI a reality have gained
momentum through international conferences (IPIC) and the development of roadmaps by
national governments, including EU and Japan.

In this study, we apply a graph retrieval-augmented generation (GraphRAG) approach to gain
deeper insights from the existing literature. GraphRAG is an innovative method that combines
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information retrieval and generation technologies. It helps clarify relationships between data,
efficiently retrieves the most relevant information in response to a query, and then generates
new contents based on these results. This approach delivers powerful performance, especially
for solving problems with complex data structures.

We aim to assess the potential contributions of existing structured research and theoretical
frameworks by leveraging GraphRAG to analyze them. Specifically, we demonstrate how
GraphRAG can support policy development and the formulation of research agendas to realize
PI. This is the first application of GraphRAG in the context of PI-related studies. It offers a
novel perspective and contributes to advancing this research domain.

The remainder of this paper is organized as follows: Section 2 presents a literature review.
Section 3 describes the data used and the proposed methodology. Section 4 presents several
results and compares them. Section 5 concludes and identifies areas of research.

2 Literature Review

2.1 Brief overview on Physical Internet

The concept of PI was introduced by Montreuil in 2010 (Montreuil et al., 2010). PI is an
innovative concept that uses the digital internet as a design metaphor to foster the development
of sustainable, interoperable and coordinated freight transportation (Sternberg and Norrman,
2017). The key concept behind the PI logistics system is to route highly modular containers to
transit centers, known as PI hubs, to achieve a highly efficient transportation network that takes
advantage of consolidation opportunities (Venkatadri et al., 2016). The concept of PI has
attracted many stakeholders to support the development of logistics networks in the last few
years; the literature on PI has increased dramatically over the past decade. Although summaries
of past and future PI research are sporadically reported in recent studies (Aron and Sgarbossa,
2023; Ballot et al., 2021), now fifteen years after the introduction of PI, there is a growing need
for an integrated method to efficiently organize the current research and address future research
challenges.

2.2 Brief overview on generative Al

Artificial intelligence (Al) has attracted great attention in a variety of fields and industries
(Hyder et al., 2019). Beginning with Alan Turing's basic concepts in the 1950s, Al has long
gone through several stages of development and a period of stagnation, known as the Al winters
(Turing, 2009). However, the global prominence of Al surged after OpenAl released its chat
generation pre-trained transformer (ChatGPT) in late 2022. The GPT family uses huge data sets
and large language models (LLMs) trained with deep learning techniques to generate human-
like text (Cascella et al., 2024). GPTs excel at understanding context and processing diverse
queries, but their main limitation is knowledge rigidity. It relies on existing training data and
cannot incorporate real-time updates. Furthermore, when faced with unknown information,
they struggle to provide factually accurate responses, often misleading or deriving incorrect
content through inference. These limitations pose challenges for applications that require high
reliability (Mclntosh et al., 2024; Oviedo-Trespalacios et al., 2023; Rawte et al., 2023).

2.3 GraphRAG

One potential solution to this challenge is the use of GraphRAG, which has attracted
considerable interest. GraphRAG is a technology that improves the accuracy of responses by
adding the ability to search external databases to a LLM (Figure 1). Developed by Microsoft
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researchers, GraphRAG was introduced in February 2024, and a reference implementation was
made available on Github in July 2024 (Microsoft, 2025).
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Figure 1. Different methods using LLMs

GraphRAG is an advanced form of retrieval-augmented generation (RAG) that enhances large
language models by structuring retrieved information as a graph. In this graph, nodes represent
concepts, and edges denote their relationships. This graph-based approach allows the model to
better understand context, identify meaningful connections, and reason more effectively across
multiple documents. It is particularly useful for complex tasks such as research synthesis and
policy development. GraphRAG is relevantly new technology with a limited number of studies
exploring its application. Li et al. (2025) propose to use GraphRAG to convert vast amounts of
unstructured supplier capability data into a knowledge graph, thereby improving supplier
discovery and making manufacturing suppliers more accessible and searchable. Ojima et al.
(2024) present a knowledge management system for automotive failure analysis using
GraphRAG.

3 Data

In this study, we create a knowledge graph (KG) specific to PI by integrating three data sets
(Table 1). The first set consists of the proceedings of the international physical internet
conference (IPIC) held from 2016 to 2024. The second set is the PI roadmap developed by
ALICE (ALICE, 2020), and the third set is the PI roadmap for Japan prepared by the Ministry
of Economy, Trade and Industry (METI, 2022). The IPIC proceedings were downloaded from
the conference website since its inception; the ALICE PI roadmap was obtained from the
ALICE website; and the Japan PI roadmap was obtained from the METI website. A Python
script is used to convert PDF documents into text data for subsequent analysis.

Table 1: List of Contents

Contents Year Source and collection method

Proceedings of IPIC 2016 ~2024  Download from IPIC repository (IPIC, 2025)
PI Roadmap (ALICE) 2020 Download from ALICE website (ALICE, 2020)
PI Roadmap (Japan) 2022 Download from METI website (METI, 2022)
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4 Methodology

The overall research flow is shown in Figure 2. It consists of data collection, preprocessing,
response generation, and performance measurement.

Response Generation
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Figure 2: Different methods using LLM

4.1 Preprocessing

For preprocessing, we first integrate IPIC proceedings data and data from ALICE and Japan's
PI roadmaps. The NLTK library is then applied to remove stop words, which include standard
stop words and content specific stop words such as URLs, symbols, and other extraneous
characters (NLTK). The resulting refined text data is then loaded into GraphRAG.

4.2 Response generation based on GraphRAG

GraphRAG is used to generate responses to the two prompts in four models: GPT-Only (1),
Local Search (II), Global Search (III), and Hybrid Search (IV). Local Search (LS) model
searches for nodes and edges in the graph that are semantically close to the query and retrieves
directly related items from the graph database. Global Search (GS) model identifies clusters
within the graph and provides a summarized view of the entire community relevant to the query.
Hybrid Search (HS) model combines LS and GS to generate comprehensive responses with
both specific examples and broader contextual information.

GraphRAG was created using neo4j desktop as the database and GPT 40-mini as the LLM; the
two prompts were created from two perspectives: promoting innovation and research, and
practical implementation and social impact (Table 2).

Table 2: Prompt
No. Prompt
Comparing to the ALICE and Japan roadmaps, what are the areas lacking in research focusing on
Physical Internet?
Please provide concrete proposals for promoting the social implementation of the Physical Internet in
Japan.

4.3 Performance metrics
The performance of each model is evaluated using five metrics (Table 3). Paraphrase-MiniLM-
L6-v2 was applied to embed sentences, for the calculation of cosine similarity.
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Table 3: Performance Evaluation Metrics

Metrics Abbreviation Description

Word Count WwC Total number of words in a sentence.
Type Token Ratios TTR Measures vocabulary diversity.
Average Dependency Distance ADD Measures the distance of dependencies

between words in a sentence.

Flesch-Kincaid Grade Level FKG Indicator for evaluating the readability.

An index that quantifies the degree of textual
similarity. In this study, it is calculated based
on responses generated by Model I (GPT-
only).

Cosine Similarity CS

5 Results and Discussion
5.1 Prompts and Reponses

Following the definition explained in Section 4.2, the prompts are run in each of the four
models, namely (I) GPT-Only, (IT) Local Search, (III) Global Search, and (IV) Hybrid Search,
and the results are shown in Table 4, 5.

Table 4. Response to prompt 1- Comparing to the ALICE and Japan roadmaps, what are the areas
lacking in research focusing on physical internet?

Model Output

I While the ALICE and Japan roadmaps lay a solid foundation for the Physical Internet (PI), several
research gaps remain. Key areas include the development of universal standards for interoperability,
secure data-sharing mechanisms, and more robust sustainability metrics. There is also limited research
on decentralized logistics models, which could improve resilience. Emerging technologies like IoT,
Al, and blockchain need further exploration for integration into the PI framework. Additionally,
workforce impacts, including job displacement and retraining, are insufficiently addressed. Lastly,
economic models and funding mechanisms for PI adoption require more in-depth study.

I The areas lacking in research focusing on the Physical Internet, when comparing the ALICE and Japan
roadmaps, include a more comprehensive exploration of reinforcement learning applications,
integration of logistics providers, and strategies for achieving emission targets. Additionally, there is
aneed for enhanced collaboration between stakeholders and a clearer definition of research innovation
paths specific to the Physical Internet.

11 The areas lacking in research focusing on the physical internet, compared to the ALICE and Japan
roadmaps, include insufficient exploration of protocols and methods for implementing digital internet
functionalities within the physical internet framework. Additionally, there is a need for deeper analysis
of resilience and efficiency in the transport of physical goods, as well as a focus on integrating IoT
technologies for improved risk management in construction and logistics. Overall, there is a gap in
addressing the complexities of logistics networks and the development of commercial data platforms
that ensure seamless and transparent operations.

v The areas lacking in research focusing on the physical internet, compared to the ALICE and Japan
roadmaps, include insufficient exploration of container development, hub inventory management, and
the integration of Internet of Things (IoT) technologies in risk management within prefabricated
construction. Additionally, there is a need for deeper analysis of protocols and methods for resilience
and efficiency in transport concepts, as well as a more comprehensive understanding of the
functionalities and attributes of road-based physical internet systems.

Table 5: Response to prompt 2 - please provide concrete proposals for promoting the social
implementation of the Physical Internet in Japan.
Model Output
I To promote the social implementation of the Physical Internet in Japan, it is essential to foster
collaboration between government, industry, and academia to create a unified vision. Developing pilot
projects in urban areas can demonstrate the benefits of interconnected logistics systems. Encouraging
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public-private partnerships will facilitate investment in necessary infrastructure and technology.
Raising awareness through educational campaigns can help inform stakeholders about the advantages
of the Physical Internet. Additionally, establishing regulatory frameworks that support innovation
while ensuring safety and security is crucial. Finally, leveraging Japan's advanced technology
landscape, such as IoT and Al, can enhance the efficiency and effectiveness of the Physical Internet.

I To promote the social implementation of the Physical Internet in Japan, it is essential to foster
collaboration among stakeholders, including government, industry, and academia. Encouraging public
awareness campaigns can help educate citizens about the benefits of the Physical Internet.
Additionally, investing in infrastructure that supports seamless logistics and data sharing will be
crucial. Implementing pilot projects can demonstrate the effectiveness of the Physical Internet in real-
world scenarios, while providing incentives for businesses to adopt these practices can drive
participation. Finally, establishing regulatory frameworks that facilitate innovation and ensure data
security will support sustainable growth in this area.

I To promote the social implementation of the Physical Internet in Japan, it is essential to enhance
coordination and collaboration among stakeholders to build social capital. Encouraging transparency
and clear communication about the tangible benefits of the Physical Internet will help engage
businesses and researchers alike. Highlighting successful case studies can demonstrate the
effectiveness and value of the Physical Internet, fostering trust and cooperation. Additionally,
addressing potential barriers through education and awareness initiatives will be crucial in attracting
new participants to the network. Finally, focusing on the financial aspects and quality outcomes will
ensure that stakeholders recognize the importance of collaboration for future success.

v To promote the social implementation of the Physical Internet in Japan, it is essential to enhance
stakeholder engagement by showcasing successful case studies that demonstrate tangible benefits and
quality outcomes. Encouraging collaboration among researchers, businesses, and logistics providers
can foster a shared understanding of the value of the Physical Internet. Emphasizing the importance
of clear communication and education about costs and operational decisions will help address potential
barriers. Additionally, building trust and reciprocity within logistical networks can strengthen social
capital, facilitating the transition to open supply networks. Finally, leveraging innovative technologies,
such as reinforcement learning for logistics optimization, can improve efficiency and sustainability in
urban logistics.

The intuitive impression is that the GPT model (I) generate more broader, general proposals,
while RAG-based models (II, III, IV) provide more specific and targeted suggestions.
Quantitative performance evaluation is discussed in Section 5.2.

5.2 Performance Metrics

The performance of each model, evaluated using the metrics described in Section 4.3, is shown
in Table 6. The results show that the GraphRAG models (Models II — IV) outperformed the
standard GPT model (Model I) on all metrics except WC. In particular, Model IV (HS) achieved
highest scores of all models. This is likely because the standard GPT model is superior at
understanding broader, context-rich scenarios and generating responses in relatively plain
language, whereas GraphRAG incorporates specialized terminology and complex vocabulary
from external knowledge sources, resulting in more detailed and domain-specific responses. In
other words, GraphRAG can be particularly valuable when factual accuracy and transparent
source traceability are critical. To advance research and real-world implementation of PI, the
optimal model should combine a search-based system like GraphRAG for factual grounding
with the GPT’s ability to synthesize information and foster creative system design.

Table 6: Performance Metrics (bold indicates best performance)

Prompt 1 2

Model I II 11 v I 11 111 v
wC 108 66 102 87 117 109 112 119
TTR 0.72 0.73 0.64 0.68 0.68 0.70 0.67 0.71
ADD 3.19 2.94 3.16 3.41 2.99 3.09 2.99 2.91
FKG 15.00 21.90 20.20 24.20 18.30 19.10 18.40 19.80
CS - 0.67 0.71 0.67 - 0.95 0.86 0.87
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6 Conclusion

This study provides a new perspective on the research challenges and social implementation of
PI by analyzing large amounts of textual data related to the PI using GraphRAG. Going beyond
traditional statistical analysis, this study provides a new approach to understanding the
challenges of implementing the PI. Four models were used to generate responses to two prompts
representing the innovation and research promotion, and the practical application and social
impact perspectives. In both cases, GraphRAG outperformed the GPT model, demonstrating
higher lexical density, readability, and similarity of responses.

This study makes several important contributions. First, it presents the first application of
GraphRAG to PI, pioneering its use in reviewing and synthesizing existing research. The results
demonstrate the potential of Al-driven methods in providing new insights from existing
literature. Second, by applying a large-scale natural language processing approach, this study
provides a solution for capturing diverse datasets, including not only academic literature but
also real time internet data sources reflecting public opinion and industry perspectives. Third,
by comparing various search strategies (local, global, and hybrid) within GraphRAG, this study
provides valuable insights into the optimization of search augmentation generation models for
PIL

There are several limitations to this study. First, the dataset consists primarily of data from IPIC
proceedings. While the proceedings provide relevant insights into PI, they lack the technical
depth and detailed information associated with the topic. Second, the use of GraphRAG,
especially hybrid search, increases computational costs, potentially limiting its scalability for
real-time search augmentation. Third, the study does not compare its results to official logistics
data or expert opinion, which limits the validation of its conclusions.

Future research should combine GraphRAG with broader range of academic papers, official
industry reports, and other sources to generate more comprehensive insights. In addition, the
development of improved methods for validating and interpreting Al-generated insights would
be valuable in advancing the adoption and implementation of PI. Finally, further research
should explore how Al-driven analytics can influence government regulations and industry
standards for sustainable logistics.
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Appendix
Figure A1 shows a visualization of the knowledge graph in GraphRAG on Neo4j Desktop. The
number of nodes is limited to 100. Nodes represent data entities, such as people or products,

and edges represent relationships between nodes, such as friendships or purchasing
relationships. Nodes are automatically color-coded according to their type.
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Abstract: This study investigates how shipment consolidation can enhance truck utilization in
a cross-docking facility operated by a logistics service provider (LSP) in the Philippines. Using
actual dispatch data from December 2024 to February 2025, the research identifies
inefficiencies, including frequent underutilized truck dispatches and limited multi-order
consolidation. Three optimization models were built in Python to simulate and improve load
planning: 1) the Load Plan Model (LPM), which consolidates orders and requested delivery
dates using greedy heuristics and linear optimization; 2) the Dynamic Lower Bound Load Plan
Model (DLB-LPM), which introduces a dynamic lower bound to improve truck assignment
efficiency; and 3) the DLB+Temporal Relaxation Model (DLB+TR), which incorporates soft
constraints for temporal flexibility. These models treat truck loading as a multi-knapsack
optimization problem, accounting for real-world operational constraints like weight, volume
and delivery scheduling. Compared to actual dispatch performance, the models significantly
reduced truck underutilization from 30-40% range to as low as 14.6% and improved
consolidation frequency. All three models executed in under 7 minutes, demonstrating
scalability and computational feasibility. These findings show that tailored optimization
strategies can enhance day-to-day logistics operations and support a shift toward Physical
Internet principles for more sustainable and efficient transport systems.

Keywords: Consolidation, Cross-docking, Logistics Service Provider, Physical Internet
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1 Introduction

The global pandemic significantly disrupted business operations, including logistics in the
Philippines. Fortunately, the sector has since rebounded and is on a growth trajectory. In 2023,
the Philippine logistics industry reached P768 billion in Gross Value Added (GVA),
contributing 3.6% to the country’s Gross Domestic Product (GDP). It's projected to grow at
8.2% annually, reaching P1.16 trillion by 2027 (Moral, 2023). This growth indicates increasing
shipment activity but also highlights persistent infrastructure challenges, particularly limited
storage capacity. As a result, logistics collaboration has become essential to address
inefficiencies and resource constraints.

Globally, collaboration is a proven strategy for improving logistics. Ferrell et al. (2019)
examined how freight consolidation enhances truck utilization. In the US, truck capacity
averages only 43%, contributing to higher costs, emissions and congestion. Consolidation can
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reduce these inefficiencies, with studies showing 7-15% cost savings through better load
sharing and route optimization.

Shipment consolidation (SCL) aligns with the broader shift towards the Physical Internet (PI),
as described by Venkatadri et al. (2016). Pl models logistics on the Digital Internet, using
modular containers and interconnected hubs to streamline goods movement. The goal is a cost-
efficient, sustainable, and socially responsible logistics network. For third-party logistics
providers (3PLs), better truck utilization through SCL is particularly advantageous, given their
reliance on warehouse networks and multimodal transport.

2 Related Studies

Logistics and supply chain are a complex system with varying components that need
integration. This necessitates the formulation of strategies that can solve logistics inefficiency,
such as shipment consolidation. This section aims to explore some computational methods in
solving a shipment consolidation problem and how it aligns with Physical Internet (PI) concepts

to achieve a cost-effective and sustainable logistics network.

Venkatadri et al.
(2016)

Aringhieri et al.
(2018)

Memon et al.
(2021)

Biiyiikdevecia et
al. (2024)

Goodarzi et al.
(2024)

Mercurio et al.
(2024)

Table 1. Review of Shipment Consolidation Studies

On Physical Internet Logistics:
Modeling the Impact of
Consolidation on
Transportation and Inventory
Costs

Simple but Effective Heuristics
for the 2-Constraint Bin
Packing Problem

Time and Quantity-Based
Hybrid Consolidation
Algorithms for Reduced Cost
Product Delivery

Multi-objective shipment
consolidation and dispatching
problem

Evaluating the sustainability
and resilience of an
intermodaltransport network
leveraging consolidation
strategies

Freight consolidation through
carriercollaboration -A
cooperative game

Research Contribution

Comparing Plvs
traditional
logisticsin terms
of cost savings

Theoretical
problem of
minimizing bins to
pack items
subject to weight
andvolume
constraints

Cost optimization
on delivery,
combining time
and quantity rules

Consolidation
based on cost
and distance,
considering
transshipment
and routing

Minimize the cost
of intermodal
network design
subject to delivery
time, disruption
and single
recovery per link

LTL inefficiency
due to

underutilization
and lack of trust
in collaboration

MILP P2P
optimization with
Monte Carlo

Heuristic-based
algorithms (greedy
and neighborhood
search)

Rule-based hybrid
heuristic

Multi-objective
MILP +
Metaheuristic

MILP + Langrarian
Relaxation

MILP + Cooperative
Game Theory

Pl logistics outperforms traditional
logistics through the reduction of
inventory and total system costs
despite longer delivery times

Strategy of introducing a dynamic
lower bound and infeasibility recovery
to effectively solve the bin packing
problem

Showcased the consolidation
improvementwith rule-based
implementation

Jointly optimized costand distance
and modeled based on real-world
constraints and factors

34x cost savings after consolidation

Conditions such as no or symmetric
transfer costs are conditions favorable
for stable collaboration
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3 Case Study

3.1 Use-Case Operational Inefficiency in a Philippine Cross-Docking Facility

Earlier studies lacked real-world applications to address logistical inefficiencies (Ferrell et al.,
2019). This research, however, leverages a partnership with a top Philippine logistics firm
referred to here as “Organization A” to protect confidentiality. Organization A is a leading
logistics operator in the Philippines, with a nationwide presence as an integrated, end-to-end
logistics provider. The study focuses on one of Organization A’s cross-docking facilities,
where inbound shipments from multiple firms are sorted and loaded onto outbound trucks for
B2B deliveries. Due to the transactional nature and shipment volumes, the facility presents a
real-world opportunity for logistics collaboration and consolidation.

Data from the Transport Management System (Dispatch) was analyzed, covering three months
(Dec 2024-Feb 2025). Initial findings revealed consolidation inefficiencies. Trucks were
categorized by utilization: ‘Underutilized” (<=50 %), ‘Moderately Utilized’ (51-75%),
‘Utilized” (76-90%), and ‘Severely Utilized’ (91-100%). Nearly half of the trips were
underutilized (Figure 1) and many shipments carried only one order (Figure 2a), which limits
consolidation. While some shipments were double or triple consolidated, they were still
outnumbered by single-order trips. Roughly one-third of high-capacity trips showed latent
inefficiencies (Figure 2b), indicating consolidation opportunity even in high-utilization cases.

Actual Dispatch Utilization

Moderately Utilized (51-75%)

Utilized (76-90%)..

------Severely Utilized (91-100%)

Underutilized (<50%)

Figure 1: Distribution of actual truck dispatch volume utilization levels based on 3-month internal
logistics data. Utilization is categorized into: Underutilized (<50%), Moderately Utilized (51-75%),
Utilized (76-90%), and Severely Utilized (91-100%). Actual proportions of trucks in each category

are not disclosed to protect industry confidentiality; only approximate distribution is illustrated.

Research Contribution 3
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Actual Shipment Orders Consolided per Dispatch
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Actual Dispatch (Single Order) Utilization

Moderately Utilized (51-75%)

Utilized (76-90%).

-Underutilized (<50%)

Severely Utilized (91-100%)"

Figure 2a (top) Frequent Number of Consolidated Orders per Dispatch; 2b (bottom): Single-Order
Utilization Category Composition (Note: actual proportions are not disclosed to protect industry
confidentiality; only approximate distribution is illustrated.)

Overall, these findings support the case for optimizing consolidation strategies at Organization
A’s cross-docking center, aligning with Physical Internet (P1) principles for efficient freight
movement.

3.2 Objectives

The primary goal of this study is to provide actionable insights into improving truck utilization
at Organization A’s cross-docking facility, while aligning operations with Physical Internet (PI)
principles.

Key Objectives:

e Develop an Optimization-Based Consolidation Framework: Create a solution to
maximize truck utilization and minimize inefficiencies by determining the optimal way
to consolidate shipments, considering operational constraints and controllable
decisions.

e Increase Multi-Order Consolidation: Encourage the presence of multiple-order
shipments, reducing the number of trucks carrying single orders. This aims to improve
load density and enhance overall operational efficiency.

Research Contribution 4
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Success Metrics:

e Reduction in Underutilized Trucks: Fewer trucks should be classified as
underutilized (<50% capacity), reflecting better truck load planning and fewer empty
transport miles.

e Scalable, Adaptive Assignment Model: The framework should be computationally
feasible and scalable across Organization A’s logistics network, enabling adaptive
shipment assignments in real-world conditions.

4 Data and Methods

The data used for modeling was extracted from Organization A’s Transport Management
System (TMS) in CSV format. Two datasets were referenced: the TMS load planning file,
containing 19,576 order-level records with 34 attributes and the actual dispatch file with 6,453
records representing consolidated shipments over a three-month period (December 2024 to
February 2025). To protect the identification of the logistics firm, all information pertaining to
the company, facilities and internal data (identifiers, truck IDs, shipment dates) was
anonymized. ldentifying characteristics are withheld in accordance with confidentiality
agreements.

During preprocessing, columns used solely for documentation, those with excessive missing
values, and those with only one unique entry were removed from the dispatch dataset, reducing
the attribute count from 34 to 20. Supplementary data on truck availability and capacity (in
terms of weight and volume) were also integrated.

The objective is to develop a shipment consolidation framework that improves truck utilization
and minimizes dispatches, which supports both operational efficiency and broader Physical
Internet (PI) logistics principles.

The optimization models were developed in Python and designed to simulate an enhanced
dispatch plan. Conceptually, the problem resembles a multiple-knapsack scenario, where trucks
represent knapsacks with volume and weight constraints and shipments represent items to be
optimally assigned to maximize total utilization. To address this, three models were created and
evaluated based on their optimization quality and computational feasibility:

1. Load Plan Model (LPM): Baseline model using deterministic rules and heuristics.

2. Dynamic Lower Bound Load Plan Model (DLB-LPM): Enhances LPM by
incorporating a dynamic lower bound to improve solution space efficiency.

3. DLB + Temporal Relaxation (DLB+TR): Extends DLB-LPM by allowing soft
violations of temporal constraints, with penalties.

Model evaluation criteria included:

e Optimization Performance: Ability to improve daily truck utilization.
e Solution Quality: Reduction in single-order dispatches and increase in consolidation.
e Computational Efficiency: Execution time under 15 minutes for daily planning.

A comparative summary of these models and their components is presented in Tables 2a and
2b. These models aim not to replace the current system but to provide a robust, automated
alternative to improve decision-making in cross-docking operations.

Research Contribution 5
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Table 2a. LPM, DLB-LPM, DLB+TR — Model Equation

Load Plan Model (LPM)

Maximize Total CBM Utilization:

Maximize Z = Xg Vs
(s,t)EP

& - Small positive number (e.g., 0.0001) to activate
truck usage

1. Single Assignment Constraint
Each shipment can be assigned to at most one truck:

(s,t)ep

Dynamic Lower Bound (DLB) LPM

DLB + Temporal Relaxation

Maximize Net Efficient Utilization:
Maximize CBM while penalizing truck usage, underutilization and temporally infeasible
assignments

Maximize Net Efficient Utilization:
Maximize CBM while penalizing truck usage and underutilization

Max Z xst'Vs_yzyt_wunder Zut )
(s)EP teT teT max z X * Vs + z x;','f - Vs
(s,H)EP (S.)EP s
— Wover Z 0 Vs assignedtot
et —0-12%—52 Yem = —ymx
teT teT t
- 10 z X
(SOEP s

S - Set of remaining shipments
T- Set of available trucks
(s,t) € P -Valid shipment-truck pairs based on compatibility and delivery schedule

P © S X T:Valid (feasible) shipment-truck pairs

Py S S X T:Temporally infeasible shipment-truck pairs

Vs-Volume (CBM) of shipment s
W's - Weight (KG) of shipment s
V" — Maximum CBM capacity of truck t
WP — Maximum weight capacity of truck ¢

a = 0.76 Lower bound utilization ratio
B = 0.90 Upper bound utilization ratio
Wynaer = 5 Penalty per truck for underutilization
Woper = 10 Penalty per truck for overutilization
¥ = 0.1 Penalty per truck used

Food: Indicator whether shipment s is food (1 if food, 0 otherwise)
Z: Heuristic (greedy) objective value used as a lower bound

Xxg € {0,1} - 1ifshipment s is assigned to truck t, 0 otherwise
¥ € {0, 1} - 1iftruck t is used, 0 otherwise
f: €{0,1}-1iftruckt is assigned food shipments, 0 otherwise

u; = 0 Underutilization slack variable for truck ¢

inf B A g a A .
0, > 0 Overutilization slack variable for truck ¢ xg, €{0,1}-1ifshipments is assigned to truck t (infeasible)

1. Single Assignment Constraint
Each shipment can be assigned to at most one truck:
Xg + Z " <1vses

X < VSES -
t: (SOEPmy

t (st)eP
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2. Truck Capacity Constraints 2. Truck Capacity Constraints with Slack 2. Truck Capacity Constraints
Forevery truckt € T: Forevery truckt € T: Forevery truckt € T:
0.76 - Vmax < Z Xg * Vs < 0.90 - ymax Z X " Vs + u, = - VO Xge * Vs+ Z * . vs<o0.9 - ymax
(s,t)eP (s,H)eP s: (S,t)EP S (SOEP s
0.76 - W™ < z Xg © Ws< 0.90 - Wma Z X " Vs — 0o, < B -V
sHeP (sDEP. Xge - Vs + Z xS - vs>0.76 - v
st - Ws < B - Vi s: (s,)EP S: (S,t)EPns
(s,HEP
3. Truck Usage Activation
i any shi men:':s ase gfe o 'a"m:ck mark itas 3. Truck Usage Activation 3. Truck Usage Activation
yiship TR i If any shipment is assigned to a truck, mark it as used: If any shipment is assigned to a truck, mark it as used:
0 > 0 . inf >0. o
Z Xy Vs 2€- Y, VEET z Xg Vs =2 00001 - Y, VtET Z Xg " Vs + xg” - Vs 20.0001 - y,
(s,t)eP S:(S,Y)EPUP s
(sH)eP
4. Food and Non-Food Incompatibility & ORI Inc‘ompatibillty
h Ensure food and non-food are not mixed on the same truck:
Ensure food and non-food are not mixed on the same truck:
° f ; b
° If shipment s is Food: I shlpmentinsl oot
X < f; (e + 22 < f;
o If shipment s is Non-Food: o If shipment s is Non-Food:
X <1—-f; x, +x™) <1 —
forall (s, t) € P ( st st ) - i

forall(s,t) € P
4. Dynamic Lower Bound Constraint
Objective value must perform at least as well as greedy heuristic baseline:

Objective value > Z,

Table 2b. LPM, DLB-LPM, DLB+TR — Model Comparison
Feature DLB-LPM DLB +TR Feature DLB-LPM

DLB +TR
Heuristic Phase Food/Non-Food Split

Truck Type Compa y v Max 3 RDD Constraint

8 : . . . mic Lower
Delivery Day Constrai v (strict) v (strict) X (relaxedvia penalty) X v v

Underutilization Penalty v v Infeasibility Allowed X X v (with penalty)

v
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5 Results and Discussion

To evaluate the performance of the proposed models, a five-day window in the month of
February 2025 operations from Organization A’s Transport Management System (TMS) was
selected. Model outputs were compared against the actual dispatch data to assess improvements
in truck utilization. To maintain confidentiality, numbers were reported mostly in an aggregated
form to preserve insights while ensuring the protection of Organization A’s proprietary data.

5.1 Sample Model Output

Table 3 represents the first five dispatches generated by the DLB+TR (Dynamic Lower Bound
+ Temporal Relaxation) model, showing consolidated shipments with requested delivery dates
(RDDs), weights, volumes and utilization rates. These dispatches complied with constraints on
truck capacity, available fleet and operational rules.

Table 3. Sample Aggregated Model Output (DLB + TR Results)

5 3 1761.75 4.37 76.60%
9 4 2162.44 5.62 94.02%
7 3 1969.7 5.03 85.64%
2 2 1453.47 3.73 63.19%
5 2 1779.88 4.54 77.39%

2 1384.81 3.47 60.21%

6

5.2 Comparative Performance

Table 4 summarizes the performance of the three optimization models: 1) LPM (Load
Plan Model), 2) DLB-LPM (with Dynamic Lower Bound) and 3) DLB+TR (DLB with
Temporal Relaxation).

Utilization Gains: All models improved truck utilization compared to actual dispatch data.
DLB+TR achieved the lowest underutilization (14.6 %), while DLB-LPM had the highest
percentage of fully utilized trucks (30.8%).

Consolidation Effectiveness: Frequent consolidation (orders grouped into the same truck)
increased across all models, reducing single-order dispatches. DLB-LPM model in particular,
reduced single-order dispatches by over 85%.

Execution Time and Scalability: All models completed within 7 minutes, well under the 15-
minute benchmark, confirming feasibility for real-time application.

Strategic Insights: The models validated the impact of combining consolidation by quantity
and delivery date. Introducing constraints like capacity bounds and infeasibility penalties
significantly improved output quality.
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These findings confirm that optimization models not only reduce underutilized trips but
also increase the presence of multiple-order consolidations, which are essential for reducing
operational inefficiencies.

Table 4. Results of the three models — LPM, DLB-LPM, DLB+TR

Vv Underutilized 35-40 % 29.1% 15.4% 14.6 %
J
Severely 35-40 % 7.0% 16.7 % 18.3
Optimization Utilized
Performance
2 Utilized 5-10 % 14.0 % 30.8 % 29.3%
»
Moderately ;5 500 50.0 % 37.2% 37.8%
Utilized
Execution Time <15 minutes 403.77 285.31 301.49
(900 seconds) seconds seconds seconds
LS
Sé?flzgj:er 100-120 21 15 18
Quality of P
Solutions ™ Frequent
Consolidation 1 3 4 4
Count

*Note: Actual Dispatch values were transformed into ranges where the actual value falls

6 Conclusion

This study explored how optimization-based models can enhance truck utilization in cross-
docking operations, using data from a leading logistics firm in the Philippines. By applying
three algorithmic approaches, namely LPM, DLB-LPM and DLB+TR, the study showcased
significant improvements in shipment consolidation.

Key takeaways:

e All models successfully decreased underutilized and single-order dispatches.

e Consolidation strategies led to better load distribution, aligning with PI logistics
principles of modularity and efficiency.

e Execution times met operational feasibility, supporting real-world scalability.

e Each model demonstrated specific strengths:
LPM minimized severely utilized trips and had the most moderately utilized trucks.
DLB-LPM produced the highest number of fully utilized trucks in the least amount of
time.
DLB+TR reduced underutilized trucks the most and maintained strong consolidation
rates.

Ultimately, this research provides actionable insights into practical optimization strategies for

improving cross-docking operations, making a strong case for scalable, algorithm-driven
consolidation frameworks in modern logistics planning.
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reflect the practical implications of our governance framework and added concrete examples
to clarify the relevance of governance for real-world PI challenges.

We fully acknowledge the importance of points 3 and 4. However, due to the strict 10-page
limit of the IPIC conference and the fact that our paper already reaches this maximum, we are
unfortunately unable to further elaborate on the limitations of the DI-PI analogy or include a
discussion on implementation barriers at this stage. That said, we consider both points highly
relevant and will integrate them into an extended version of the paper for submission to a
journal.

Response to Review 4:
Thank you very much for your thoughtful and encouraging feedback. We appreciate your
recognition of the paper’s conceptual contribution.
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Abstract: Despite growing technical maturity, implementation of the Physical Internet remains
limited. A key reason is that while operational mechanisms such as routing protocols and
modular containers are well-researched, governance remains insufficiently addressed. This
study explores how governance structures for the Physical Internet can be conceptualized,
drawing on lessons from Physical Internet, horizontal logistics collaboration, and the evolution
of governance in the Digital Internet. We conduct a systematic literature review and identify a
gap in the consideration of collective-choice and constitutional governance, including
rulemaking, stakeholder participation, and conflict resolution. To address this, we propose a
conceptual framework grounded in Ostrom’s Institutional Analysis and Development
framework and inspired by the decentralized governance trajectory of the Digital Internet. The
governance framework distinguishes between operational, collective-choice, and constitutional
rule levels, offering a structure for coordinating logistics actors without centralized control
supporting aligned operations for service providers and adaptive rulemaking for policymakers.

Keywords: Governance; Horizontal Logistics Collaboration; Physical Internet; Institutional
Analysis and Development
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1 Introduction

The Physical Internet (PI) presents a transformative vision for the future of logistics, promising
to enhance efficiency, interoperability, and sustainability by enabling logistics systems to
function as an open, interconnected network of networks (Montreuil, 2011). Drawing
inspiration from the Digital Internet (DI), the PI aims to move goods with modularity,
flexibility, and scalability similar to how data packets travers digital networks. Rather than
relying on a single provider for end-to-end delivery, the PI envisions shipments being
dynamically routed, consolidated, and processed by a distributed network of independent
logistics service providers (LSPs).

While technical innovations such as modular containers and routing protocols have received
considerable academic attention (Achamrah et al., 2024; Briand et al., 2022; Sarraj, Ballot, Pan,
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Hakimi, et al., 2014), the governance dimension of the PI remains significantly underexplored.
Yet, governance is crucial if the PI is to enable collaboration among autonomous logistics
actors, integrate across regulatory regimes, and operate in competitive markets where data
sharing and coordination amongst others pose major challenges, for example, resolving liability
in multi-actor shipment delays, or managing data ownership across international hubs.

Existing work on Horizontal Logistics Collaboration (HLC) and the PI often assumes the need
for a neutral governing entity to enforce collaboration and manage conflicts (Cruijssen, 2012;
Frisk et al., 2010). However, empirical studies such as Sternberg et al. (2022) challenge this
assumption, showing that external facilitation can undermine trust and deter participation.
Drawing a parallel to the DI, which was initially governed by government and academic
institutions under the DARPA umbrella, it gradually evolved into a decentralized system shaped
by voluntary stakeholder-based standards-setting bodies such as the Internet Engineering Task
Force (IETF). This trajectory suggests that PI governance may also evolve from initial
coordination toward distributed, adaptive forms.

Understanding how such an evolution might unfold in the PI requires moving beyond individual
coordination tools to consider how they are embedded within a broader governance
architecture. While previous studies have analyzed how routing, auction mechanisms, and
optimization tools can enhance operational efficiency, they often overlook the broader
governance structures needed to support such mechanisms in a decentralized system. The
analogy with the DI underscores the importance of layered, flexible governance rather than
fixed top-down structures. At the same time, key differences between digital and physical
networks, such as the high cost of shipment loss or redirection, the high variability in costs and
schedules, and capacity constraints, require governance models that are specifically tailored to
the logistical, environmental, and institutional complexities of physical distribution systems.

To address these gaps, we first analyze the governance mechanisms and approaches in existing
PI and HLC literature. Building on this foundation, we outline a conceptual governance
framework for the PI, informed by lessons from HLC, the evolution of the DI, and the
Institutional Analysis and Development (IAD) framework. The remainder of the paper is
structured as follows: Section 2 introduces the theoretical background. Section 3 reviews
governance-related literature in PI and HLC and maps findings using the IAD framework.
Section 4 outlines a conceptual framework and discusses implications for future research.

2 Theoretical and Conceptual Background

2.1 Development of the Digital Internet

The PI draws on the architecture and principles of the DI, making it essential to briefly revisit
how the DI evolved and where the analogy meets its limits. The origins of the DI date back to
the 1960s, when DARPA initiated research into decentralized communication systems, leading
to the creation of ARPANET, the first packet-switching network that connected selected
research institutions (Kahn et al., 1997; Leiner et al., 2009). The successful transmission of data
in 1969 laid the foundation for what would become the global Internet. A major development
followed in 1974, when Cerf and Kahn introduced the Transmission Control Protocol (TCP),
which was later split into TCP and IP to support scalable communication across heterogeneous
networks (Cerf & Kahn, 1974). The formal adoption of the TCP/IP protocol in 1983 is widely
considered the start of the modern Internet (Cerf, 1993; Leiner et al., 2009).

Initially, governance was managed by academic and governmental institutions such as DARPA
and the National Science Foundation. Over time, this shifted toward a more decentralized
model, with the Internet Engineering Task Force (IETF), established in 1986, becoming central
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to defining technical standards and ensuring interoperability (Kurose & Ross, 2017). This shift
from centralized control to stakeholder-driven governance provides relevant insights for the PI,
where coordination will similarly involve distributed actors.

Nevertheless, important differences must be acknowledged. In the DI, data packets are
transmitted within seconds and can be retransmitted at negligible cost if lost. In contrast,
physical shipments may take days or weeks to arrive, cannot be duplicated easily, and involve
significant costs and constraints in case of rerouting, delay, or disruption (Dong & Franklin,
2021). These differences call for governance mechanisms that are adapted specifically to the
realities of physical logistics networks.

2.2 Mapping the Pl Landscape: Themes and Gaps

The conceptual development of the PI has been strongly shaped by the Alliance for Logistics
Innovation through Collaboration in Europe (ALICE). They have led the coordination of
industry, policy, and research, positioning the PI as a pillar of sustainable freight transport and
introduced a PI roadmap in 2020 (ALICE, 2020). Projects like MODULUSHCA, SENSE,
ICONET, and NEXTRUST have advanced this vision by piloting modular containers, data-
sharing platforms, and digital infrastructures (ICONET, 2018; Nextrust, 2020; Wu et al., 2025).
The ALICE Roadmap outlines governance as a critical enabler for the PI, focusing on the
development of rules, trust mechanisms, and coordination structures across logistics nodes,
networks, and networks of networks. Building on Montreuil’s foundational vision, academic
research has developed in several directions. Miinch et al. (2023) identify eight major
communities, which we group into three themes: 1. strategic foundations and actor roles, 2.
technological enablers and infrastructure, and 3. application contexts and operational control.!

Strategic foundations and actor roles: Our first theme includes three of Miinch’s communities.
The first community addresses the benefits of the PI over conventional logistics and the
challenges of its operationalization. Simulation studies highlight gains in cost, lead time, and
distance (Ambra et al., 2021; Zheng et al., 2019), while others explore managerial incentives
(Plasch et al., 2021) and the modularity of container as a success factor for operationalization
(H. S. Sternberg & Denizel, 2021). The second community, dealing with research on actor roles,
examines open hub structures, pricing, and behavioral aspects (Pan et al., 2015; Qiao et al.,
2019), while the third community focusing on foundational work, defines PI principles and
Internet analogies (Montreuil et al., 2013; Sarraj, Ballot, Pan, Hakimi, et al., 2014).

Technological enablers and infrastructure: This theme also includes three of Miinch’s
communities. The fourth community explores product-service systems and emerging business
models, including the use of PI principles in smart manufacturing with loT and big data (Pan
et al., 2019; Y. Zhang et al., 2016). The sixth focuses on ICT foundations such as loT-based
frameworks and smart containers for real-time data exchange (Sallez et al., 2016; Tran-Dang
& Kim, 2018), for enabling PI operations. The seventh community centers on modular
containers as enablers of interoperability, covering design and volume optimization models
(Landschiitzer et al., 2015; Lin et al., 2014; Meller et al., 2012).

Application contexts and operational control: Our third theme includes the final two
communities identified by Miinch. The fifth community connects the PI to city logistics
concepts, introducing hyperconnected city logistics (Crainic & Montreuil, 2016), collaborative
planning and resource sharing (Crainic et al., 2020), and urban system architectures (Kim et al.,

! Note that we maintain Miinch’s numbering scheme for the communities identified to ensure easy cross-
referencing.
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2021). The eighth community focuses on PI hub control, including disruption-resilient
scheduling (Chargui et al., 2020), intermodal control architectures (Vo et al., 2018), and port
integration requirements (Fahim et al., 2021).

A recently emerging area of research is the Cyber-Physical Internet, which adds a cyber layer
to the PI for real-time sensing, analytics, and autonomous coordination (Wu et al., 2025). Closer
to the architecture of the digital Internet, the CPI adopts layered protocols and decentralized
control. Recent studies highlight simulation-based planning (Wu et al., 2025), digital twin
coordination frameworks (Wu et al., 2024), routing protocols (Qu et al., 2024), and pricing
mechanisms (He et al., 2024), showcasing Cyber-Physical Internet’s potential for scalable and
intelligent logistics networks.

While the research discussed demonstrates the PI’s emphasis on openness, interoperability, and
collaboration, there is limited research into how such systems are governed, how rules are set,
enforced, and adapted in open, decentralized environments. Wu et al. (2025) and Miinch et al.
(2023) both note that current contributions pay little attention to institutional mechanisms,
decision rights, compliance frameworks, or platform-level coordination. This persistent
omission points to the need for a dedicated research stream on PI governance.

2.3 Structuring Governance: Theories and Frameworks

Governance plays a central role in inter-organizational collaboration by structuring interactions,
enabling coordination, and mitigating opportunism in the absence of hierarchical control. It
comprises the structures, rules, and processes through which partners jointly manage
responsibilities and resolve conflicts across organizational boundaries (Bryson et al., 2006;
Emerson et al., 2012).

A common distinction in the literature is between contractual and relational governance (Poppo
& Zenger, 2002; Prakash et al., 2021). In HLC, these are sometimes referred to as formal and
informal governance (Lotfi & Larmour, 2021; Sheffi et al., 2019). For consistency, we use the
terms contractual and relational governance. Contractual governance relies on formal
agreements to specify roles, rights, and enforcement mechanisms, grounded in transaction cost
economics (Poppo & Zenger, 2002; Williamson, 1979). Relational governance emphasizes
trust, shared norms, and mutual commitment, drawing on relational and social exchange
theories (Cao & Lumineau, 2015; Dyer & Singh, 1998; Raue & Wieland, 2015). The relevance
of each logic varies by collaboration context, though they often complement one another.

Originally developed within the field of institutional economics and political science, Ostrom’s
IAD framework offers a valuable theoretical foundation for analyzing governance systems in
decentralized and multi-actor contexts. It conceptualizes institutions as formal and informal
rules, norms, and shared strategies that structure decision-making and interaction among
multiple actors (Ostrom, 2009). Although originally developed to examine how communities
self-organize around common-pool resources, the framework is well suited for inter-
organizational collaboration, as both settings involve distributed authority, collective
rulemaking, and the coordination of shared activities.

A foundational element of the IAD framework is its distinction between three institutional rule
levels: operational, collective-choice, and constitutional. Operational rules govern day-to-day
activities, e.g., routing protocols or scheduling tools in PI networks. Collective-choice rules
define how operational rules are set and revised, through, for instance, stakeholder platforms or
collaborative planning bodies. Constitutional rules determine who sets collective-choice
arrangements, addressing foundational questions like actor eligibility, alliance formation, or
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standard-setting authority. Examples include membership rules in logistics alliances or
federated platform charters.

By distinguishing these three levels, the IAD framework provides a structured lens for
analyzing governance in collaborative logistics. It moves beyond technical coordination and
draws attention to questions of authority, legitimacy, and participation. It also offers a
conceptual basis for assessing gaps in existing research and designing governance structures
tailored to the complexity of systems such as the PI.

3 Governance Research Landscape in Pl and HLC

3.1 Uncovering Governance Mechanisms in Pl and HLC: A Systematic
Literature Review

To ensure methodological rigor and transparency, we followed the guidelines proposed by vom
Brocke et al. (2009), who emphasize the importance of systematically documenting the
literature search process. A structured and replicable search strategy not only enables the
identification of relevant studies but also strengthens the credibility and cumulative value of a
review. The summary of our literature search and selection process is presented in Figure 1.

- ™

Scopus
Field: Title-Abstract-Keywords

——

Search Process

AN
R

Evaluation of
studies

e

Analysis & !
g ? tféiis . General Impediments of Collaboration, Trust as a Governance Enabler; Layered Architectures & Frameworks, Routing &
o . Coordination, Incentive Mechanisms, Relational & Contractual Governance, Coordination & Governance Mechanisms

Figure 1: Literature Review Search Process

While governance is rarely addressed explicitly in the PI literature, many contributions propose
coordination mechanisms, such as routing protocols, auction mechanisms, and layered
architectures, that serve governance functions implicitly. These mechanisms structure behavior
in distributed networks and address trust, interoperability, and authority distribution. In parallel,
HLC research provides valuable insights into incentive alignment, facilitation, and trust
dynamics. Together, these bodies of work form a fragmented but increasingly relevant basis for
governance design in the PI.

General Impediments of Collaboration: To understand the foundations of governance design
in logistics collaboration, it is essential to first consider the barriers that inhibit cooperation.
Cruijssen et al. (2007) identify benefit allocation, cross-boundary coordination, and strategic
autonomy concerns as central obstacles to HLC. These concerns are echoed in Fawcett et al.
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(2015), who emphasize the role of structural misalignment and low trust as root causes of
underperformance. Larsson et al. (2024) add a digital perspective, pointing to platform
neutrality, legal safeguards, and data governance as prerequisites for collaboration These
findings underscore that effective collaboration requires not just technical solutions, but
governance mechanisms that address actor incentives, trust, and coordination roles.

Trust as a Governance Enabler: Building on these challenges, a growing body of work
investigates the role of trust in enabling logistics collaboration. Prakash et al. (2021) show its
mitigating effect on conflict, especially under uncertainty. Daudi et al. (2017b) and Sitadewi et
al. (2020) demonstrate how trust evolves over time and is shaped by transparency, data
accuracy, and benefit-sharing mechanisms. While not a governance tool in itself, trust supports
both contractual and relational control systems.

Layered Architectures and Frameworks: A key stream of research explores how collaboration
in the PI can be structured through layered architectures and formal frameworks. Montreuil et
al. (2013) introduce eight core principles like modularity and interconnectivity, while the OLI
and NOLI models (Colin et al., 2016; Montreuil et al., 2012) define layered architectures for
logistics networks based on the seven layer OSI model. Later work aligns more closely with
the TCP/IP model, emphasizing protocol layering as a basis for decentralized operations (Dong
& Franklin, 2021; Wu et al., 2025). Studies by Kaup et al. (2021) and Qu et al. (2024) translate
Internet-inspired logic into routing and coordination models. Hofman (2015) proposes a
federated platform for logistics coordination, while Fahim et al. (2021) develop a layered
framework for PI port integration that includes governance at the node level. While not always
framed as governance research, these works offer key building blocks for structuring
decentralized logistics systems.

While earlier contributions focus on coordination through protocol architectures and system-
level design, the HLC literature shifts attention to the relational foundations of collaboration.
Audy et al. (2012) develop a model for multi-party collaboration focusing on leadership and
fairness. Daudi et al. (2017) map trust dynamics across strategic and operational levels, while
Pomponi et al. (2015) link governance maturity to collaboration evolution. Sheffi et al. (2019)
offer a layered framework combining contractual, relational, and informational governance in
logistics clusters. Collectively, these studies illustrate how governance design spans both
system-level architecture and relational coordination structures.

Routing and Coordination: Routing protocols represent one of the most developed operational
governance areas. Sarraj, Ballot, Pan, and Montreuil (2014), Sarraj, Ballot, Pan, Hakimi, et al.
(2014), and Gontara et al. (2018) demonstrate modular routing models inspired by the DI.
Boysen et al. (2025) formalize this into optimization procedures grounded in PI logic.
Achamrah et al. (2024), W. Zhang et al. (2020), and Q. Zhang et al. (2022) explore real-time
decentralized coordination, while Sun et al. (2024) address trust and privacy concerns in
protocol design. These studies exemplify how routing can embed governance by defining rules,
authority, and coordination processes.

Incentive Mechanisms: Incentive alignment is another core governance function explored
through profit-sharing and auction mechanisms. Yea et al. (2022) develop a cooperative game-
theoretic profit-sharing model, while Briand et al. (2022) introduce auction-based routing with
integrated payments. Van Duin et al. (2021) and van Heeswijk (2020) show how bidding
systems and smart containers can self-organize last-mile delivery, though overarching
governance is needed to ensure fairness and system coherence. These models provide technical
solutions for coordination but also reveal the importance of meta-governance to ensure
compliance, fairness, and stability in open systems.
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Relational and Contractual Governance: Several studies explicitly compare governance
mechanisms. Wallenburg and Raue (2011) argue that relational governance supports conflict
resolution more effectively than contracts, while Schmoltzi and Wallenburg (2012) and Raue
and Wieland (2015) emphasize their complementarity in dynamic settings. Lotfi et al. (2021)
and Ramjaun et al. (2023) show how governance must evolve over time, from informal trust-
based structures to more formalized hybrid models. These findings reinforce the view that
governance must balance structure with flexibility and adapt to the life cycle of collaboration.

Coordination and Governance Mechanisms: Finally, a cluster of studies examines facilitation
and coordination structures as implicit governance mechanisms. Ciprés and de la Cruz (2019)
and Schultz et al. (2021) emphasize the role of neutral facilitation and transparent rules, while
practice-oriented research by Ramjaun et al. (2024) and Hingley et al. (2011) show how
coordination models vary based on actor maturity and perceived legitimacy. In contrast,
Sternberg et al. (2022) caution that systematic facilitation can erode trust and autonomy. These
studies reveal that facilitation is not one-size-fits-all but must align with actor preferences,
power dynamics, and governance needs.

3.2 Mapping Governance Research through the IAD Lens

To assess the depth and orientation of governance research in the PI and HLC, we mapped the
reviewed literature against the previously introduced three institutional levels defined in
Ostrom’s IAD framework: operational, collective-choice, and constitutional rules (Figure 2).
This framework helps differentiate between the mechanisms used to execute coordination, the
processes through which those mechanisms are negotiated and maintained, and the foundational
structures that define governance itself.

Most of the studies concentrate on governance at the operational level. Studies in this category
primarily focus on coordination mechanisms such as routing protocols, auction-based
assignment systems, and trust-building practices. These include research on DI-inspired
logistics protocols (Boysen et al., 2025; Gontara et al., 2018; Sarraj, Ballot, Pan, Hakimi, et al.,
2014), decentralized optimization models (Achamrah et al., 2024; Q. Zhang et al., 2022; W.
Zhang et al., 2020), and incentive-compatible auction schemes (Briand et al., 2022; van Duin
et al., 2021). While these contributions do not always frame their findings in governance terms,
they directly shape how decisions are made and responsibilities are allocated in decentralized
networks, aligning closely with operational rule design.

The literature also addresses governance at the collective-choice level, particularly in the HLC
domain. Studies in this area consider how collaborative arrangements are negotiated, sustained,
and institutionalized. For example, Ramjaun et al. (2024) and Hingley et al. (2011) investigate
facilitation models such as lead firms or third-party coordinators; Raue and Wieland (2015) and
Schmoltzi and Wallenburg (2012) explore the interplay between relational and contractual
mechanisms; and Sheffi et al. (2019) propose a layered governance framework for logistics
clusters. These works highlight the importance of shared rule-setting, mutual adjustment, and
platform governance, but often stop short of explicitly theorizing how such rules evolve or who
participates in their development.

In contrast, constitutional-level governance remains largely underexplored. Only a few studies
engage with questions of rulemaking legitimacy, actor inclusion, and meta-level authority.
Fahim et al. (2021) introduce a governance layer within their PI port framework but limit their
analysis to node-level concerns. Sheffi et al. (2019) also briefly touch on foundational design
choices in logistics clusters. Sternberg et al. (2022), while critical of systematic facilitation,
highlight the need for governance models that safeguard self-determination and reflect
participant expectations. Their critique shifts attention from how collaboration is managed to
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how it is initially framed and who holds authority to define its structure. This reveals a gap in
understanding how governance in collaborative logistics is constituted and legitimated.

IAD Level Coverage in Examples Gaps identified
Literature
Routing, auctions, Little reflection on how these
Operational Significant | optimization, trust mechanisms are negotiated or
mechanisms, benefit-sharing | changed over time
. Coordination models, Limited insight into rule-making
Co]lec.twe— Moderate relational vs. contractual, process, accountability, and
Choice platform governance dispute handling
Cluster design, Critique of Missing framework for rule-
L . facilitation making legitimacy, actor
Constitutional Minimal inclusion, and authority, local-,
regional-, global governance

Figure 2: IAD Analysis

Taken together, this mapping shows that research in PI and HLC is heavily concentrated at the
operational level, with some attention to coordination and facilitation at the collective-choice
level. However, little is known about how governance structures are established and legitimized
at the constitutional level. The IAD framework thus highlights not only the areas where
governance thinking has been most developed but also where further conceptual and empirical
work is needed.

4 Bridging Gaps: Governance and Future Research for the PI

Although individual aspects of governance in the context of HLC and PI such as routing,
coordination mechanisms, or incentive structures have been studied in detail an integrated
approach that systematically links these elements is still lacking. A comprehensive governance
framework for the PI that brings together these dimensions and considers their
interdependencies has yet to be developed.

In the beginning we emphasized that the evolution of the DI offers important lessons for the
governance of the PI, while also highlighting the need to adapt these lessons to the distinct
realities of physical logistics networks. The DI did not begin as a decentralized system. Early
stages of development were coordinated by government and academic institutions, such as
DARPA and the National Science Foundation, which provided the structural foundation for
protocol development, interoperability, and stakeholder experimentation. Over time, as the
system matured, governance transitioned toward stakeholder-driven models such as the IETF,
which enabled decentralized rule-setting and consensus-building without centralized control.

This trajectory suggests that governance systems in large-scale, open networks like the PI do
not need to be fully decentralized from the outset. Instead, they can evolve iteratively. Early
governance structures may initially require coordination, oversight, and strong technical
guidance to build interoperability and trust. Over time, these structures can give way to more
decentralized, actor-driven models as participants gain experience and mechanisms for
distributed coordination are institutionalized.

At the same time, significant differences between digital and physical infrastructures must be
considered. Unlike digital data, physical goods cannot be re-sent at negligible cost, are subject
to greater temporal and spatial constraints, and operate under more intense competitive
pressures. These characteristics create governance requirements that go beyond protocol design
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and technical coordination: they demand attention to trust-building, liability, incentive
compatibility, and multi-level decision-making.

The literature review confirms these needs and identifies several important research gaps. First,
most existing studies focus on operational mechanisms such as routing protocols, optimization
models, and auction systems, while governance structures at higher institutional levels, such as
rule-setting processes, stakeholder representation, and meta-level authority, remain
underexplored. Second, current contributions rarely consider multi-level governance. There is
little discussion on how governance should be structured across local, regional, and global
levels, or how rulemaking authority should be distributed and coordinated across scales. Third,
many studies frame governance primarily as a technical optimization problem. Yet the DI
demonstrates that governance systems do not evolve through optimization alone, but through
pragmatic solutions, stakeholder negotiation, and institutional layering over time. The PI will
similarly need adaptive, inclusive, and legitimacy-focused governance structures that can
operate effectively under real-world constraints.

To address these needs, we propose a governance framework for the PI that integrates insights
from the IAD framework, DI governance, and the literature on HLC (Figure 3). The framework
is structured along two dimensions: institutional layers (operational, collective-choice, and
constitutional) and spatial scales (local, regional, and global). This structure allows us to
address both the content of governance (what rules are needed and how they are made) and the
scope of governance (where and at what scale governance takes place).

In addition to distinguishing governance levels, it is important to differentiate the underlying
governance logic at each level. Drawing on the distinction between contractual and relational
governance, we argue that different layers may rely on different mechanisms. At the operational
level, governance tends to follow a contractual logic, emphasizing protocols, agreements, and
performance control. At the collective-choice level, relational mechanisms such as trust, mutual
adjustment, and consensus gain importance for resolving disputes and adapting rules to
evolving needs. At the constitutional level, legitimacy and inclusion are central, and both
contractual structures (e.g., formal eligibility criteria) and relational processes (e.g., long-term
partnerships or shared values) play a role. The table below summarizes these elements:

Local Level Regional Level Global Level

Definition of local | Harmonization of processes | Establishment of  global

Té coordination practices and | across nodes; development | interoperability principles;
o w . . . X

S 9 | service standards; | of shared infrastructure use | creation of universally accepted
& 2 | alignment of  actor | protocols;  oversight of | technical standards and
OQ* responsibilities; data | corridor-level operations. compliance mechanisms.

exchange within nodes.

Design  of  inclusive | Regional coordination and | Institutions for cross-regional
decision-making planning forums; negotiation | representation, rule
structures for local actors; | structures for cross-node rule | convergence, and adaptive
local mechanisms for | adaptation and  benefit | standard governance.

adapting operational rules | allocation.
and resolving disputes.

Collective-
Choice Rules

Té Criteria for actor inclusion | Definition of  authority | Foundational principles for the
2 2 and participation; | structures within regional | governance of the global
g = | assignment of rights and | alliances; frameworks for | system, including openness,
2 = responsibilities; local | stakeholder representation | neutrality, and institutional
S rulemaking legitimacy. and institutional alignment. | legitimacy.

Figure 3: Conceptual Governance Framework Elements
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To operationalize this framework as a research agenda, we propose a set of guiding questions
for each level of governance across spatial scales. These questions are intended to direct future
research.

Operational Governance

Local: How can routing protocols be standardized within PI nodes while preserving local
autonomy? What safeguards are needed for last-mile data sharing?

Regional: How should interoperability standards be developed across jurisdictions? What
monitoring systems are feasible at the regional level?

Global: What minimum technical standards are required for interoperability? How can cross-
border routing protocols integrate with regional constraints?

Collective-Choice Governance

Local: What voting rights and accountability structures are effective at the node level? How
can stakeholders revise local rules fairly?

Regional: What coordination bodies are needed for regional planning? How should disputes
and benefits be negotiated among actors?

Global: What federated decision-making models preserve local flexibility while enabling
global alignment? How can diverse actors be represented equitably?

Constitutional Governance

Local: What inclusion rules and access rights define node-level governance? How is data
ownership governed among local actors?

Regional: What legitimacy frameworks support regional rulemaking? How should authority be
distributed in regional networks?

Global: What institutional design supports global meta-governance? How can openness and
neutrality be ensured across regions?

These research questions emphasize the importance of systematically addressing how
governance at different institutional levels, operational, collective-choice, and constitutional,
can be effectively designed, negotiated, and legitimated across spatial scales. Together, they
highlight that governance in the PI is not a monolithic construct but a layered and evolving
system that must be tailored to the complexities of real-world logistics networks.

Building on this foundation, future research should pursue three interconnected directions.
First, it should translate these guiding questions into concrete governance mechanisms, with
particular emphasis on the currently underdeveloped collective-choice and constitutional levels.
Second, empirical investigations are needed to evaluate governance models in early PI pilots,
examining how coordination unfolds under practical constraints and which design choices
promote legitimacy, adaptability, and adoption. Third, theoretical work should refine principles
of modularity, subsidiarity, and meta-governance that support dynamic scaling across local,
regional, and global layers.

By moving beyond technical coordination and engaging with the deeper institutional structures
that enable trust, inclusion, and accountability, governance research can play a central role in
making the PI vision operational. Rather than being defined by a static blueprint, governance
must be approached as a flexible architecture, capable of evolving with the network it is meant
to sustain.
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collaboration among a large number of diverse participants. This includes collaboration
between different roles, such as manufacturers, warehouse operators, and transportation
providers, as well as among companies with similar logistics functions.

Previous research has primarily focused on conceptual analyses of network frameworks and
key components. However, studies on practical model implementation and algorithm
development remain limited. This study not only considers the multiple transportation modes
but also addresses the challenges posed by different logistics players with varying priorities in
network operations. To enhance overall efficiency, we propose a multi-objective optimization
model that optimizes the whole logistics network simultaneously. Additionally, we analyze how
factors such as participant homogeneity, heterogeneity, and fluctuations in transportation
capacity impact network performance.
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1 Introduction

In recent years, the development of Open Logistics Networks has been gaining momentum in
certain advanced countries and regions. For example, China’s JD Group has proposed the
"Three-Network Integration" strategy, which simultaneously advances a Global Warehouse
Network, Parcel Delivery Network, and Air Cargo Network. In Europe, the European Logistics
Innovation Cooperation Alliance (ALICE) has introduced the concept of the Physical Internet
(PI). This concept aims to transform traditional logistics hubs into Physical Internet nodes by
leveraging standardized, intermodal, modular loading units. The goal is to realize a seamless,
highly flexible, and resilient logistics network. These initiatives indicate that in domains related
to open logistics networks, innovation and collaboration are progressing toward building more
interconnected sustainable and efficient logistics systems.

However, in the process of collaboration within open logistics networks, two distinct types of
coordination can be observed depending on the relationships among participants: vertical and
horizontal collaboration. Vertical collaboration refers to collaboration among entities with
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different roles, such as manufacturers, warehouse operators, and transportation providers. In
contrast, horizontal collaboration involves coordination among companies that share similar
functions (e.g., logistics providers). The latter is particularly challenging, as each company
operates independently and competes for logistics resources and customers, making the
establishment of cooperative relationships more complex.

This study focuses on horizontal collaboration and develops an optimized logistics network
model that takes into account the goals and characteristics of participants with similar functions.
By comparing locally optimized strategies—where each participant seeks to optimize
independently—with strategies based on global optimization, we examine the effectiveness and
necessity of cooperative behavior.

2 Related Work

Benoit Montreuil first defined the concept of the Physical Internet (PI) in 2011. While different
countries and regions may use varying terms, they commonly refer to the construction and
utilization of what is essentially an Open Logistics Network.

Previous research has predominantly focused on conceptual analyses and theoretical
frameworks for developing PI, including its foundational components and architecture (Kubek
and Wigcek). Some studies have proposed mathematical models and algorithms—for example,
the design and allocation of m-containers (Dang et al.), coordination among inventory hubs
(Yang et al.), and integrated strategies through vertical collaboration (Ji et al.). However, these
studies primarily target specific functional aspects of logistics networks and lack
comprehensive quantitative analysis on the strategic collaboration among players within the
network.

Moreover, a key distinction between the PI and the traditional Internet lies in its emphasis on
the physical flow of goods and the diversity of transportation modes. Since the movement of
cargo involves various transport methods such as trucking, railways, and maritime shipping,
optimization must consider the specific characteristics and constraints of each mode and route.
In particular, under conditions of limited transportation resources, competition among
homogeneous players tends to intensify—making the facilitation of collaboration within such
contexts a critical challenge.

Therefore, this study targets open logistics networks that include multiple transport modes and
diverse players. We develop a multi-objective optimization model from both individual (local)
and system-wide (global) optimization perspectives. Furthermore, we investigate how
differences in homogeneity and heterogeneity among players affect the overall efficiency of the
network and the effectiveness of collaboration.

3 Proposed Model

3.1 Problem description

This section presents the characteristics of the Open Logistics Network as defined in this study,
along with the proposed multi-objective optimization models. Two types of decision-making
processes are introduced: the individual optimization model (Local-opt) and the system-wide
optimization model (Global-opt).

The individual optimization model refers to a sequential decision-making process in which each
player independently formulates their transportation plan based on their own objectives. In
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contrast, the system-wide optimization model seeks to determine the transportation plans for
all players simultaneously, with the objective of minimizing the overall cost of the entire
network.

In this study, we assume that each player typically belongs to a different company and
independently aims to transport their cargo from its origin to its destination using preferred
methods. However, since the logistics network has capacity constraints, competition can arise
when multiple players prefer the same transport modes or routes. Under such conditions,
players who are not prioritized may choose alternative modes or routes for transportation.

To avoid this kind of competition—or what may be termed a “race for resources”—a
simultaneous optimization approach through the system-wide model can be introduced. By
optimizing collectively, the allocation of transport resources can be better coordinated,
potentially leading to more efficient and equitable outcomes across the network.

3.2 Mathematical formulation

This section defines the mathematical formulation of the proposed model. We begin by
introducing the relevant sets, parameters, and decision variables used. These notations provide
the foundation for constructing both the individual and system-wide optimization models in the
following.

Sets

N Set of nodes in the logistics network.

E Set of edges representing transportation links.
P Set of players (logistics participants).

M; jy Set of available transportation modes on edge(i, j).

Parameters

dp The demand quantity of player p.

(Sp, tp) The start and end nodes for player p.

C;i  The cost per unit transported via mode m on edge(i, ).

R}  The transportation rigidity per unit via mode m on edge(i, j).
CO2j} The CO2 emission tax per unit via mode m on edge(i, /).

Cap;; The maximum transportation capacity for mode m on edge(i, j).

cost , Tigid

wp”t Wy T, wgoz The weight coefficients for cost, rigidity, and CO2 emissions for player p.

Decision Variables
x;,'f(i' j) The amount of goods transported by player p via mode m on edge(i, j).

Objective Function
Model I : Individual Optimization Model (Local — opt)

. rigid
Ml”z wp*t Z Z Cijxpii) + @p Z Z 0 Xp.iJ)

pPEP (i.,j))EE meM y j) (i,J))EE meM; j

+ wp?? Z z CO2{}xp ;i iy (D
(i,j)EE mMEeM; j
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Model Il : System — wide Optimization Model (Global — opt)

. rigid
Min ngost Z C{;?xg?(i,j)+2a)p Z Z R *p0.1)

pEP mEM(i‘j) pPEP (i,j))eEE MeM; jy
co2 m,m
+ Z wp Z Z COZijxp i j) ©
pPEP (i,j))EE mEM(i,j)
Constraints

Demand Satisfaction Constraint
Each player p must transport exactly their required demand from start node s, to end node t,:

jEN mEM(SpJ-)

> ) ey =dy VpEP 4)

iEN mEM(i,tp)

Flow Conservation Constraint
For any intermediate node n (excluding source and destination), the total incoming flow must
equal the total outgoing flow for each player:

Y W=D Y Wy, YPEPVREN\{sp0, ) )

IEN mEM(i'n) JEN mEM(n‘j)

Capacity Constraint

The total amount of transported goods using a specific mode on an edge cannot exceed its
capacity. The capacity constraint plays a central role in differentiating the outcomes of the
Local-opt and Global-opt approaches. In the Local-opt approach, inefficient resource allocation
and increased competition among players are likely to occur due to sequential decision-making.
In contrast, the Global-opt model enables all players to make decisions simultaneously,
reducing conflict and leading to a more efficient overall outcome:

Z Xy < Capiy, Y(i,j) € E,Ym € M (6)
pPEP

Non-Negativity Constraint
The transported amount must be non-negative:

x{,f‘(i,j) >0,Vp€P, V(i,j) EE,YmE M (7)
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4 Numerical Experiments

This section presents the results of computational experiments using the proposed model in
scenarios involving multiple players and multiple transportation modes and routes with
capacity. We applied both sequential (order-based) and simultaneous heuristic algorithms to
solve the problem. Additionally, we conducted a sensitivity analysis by varying the weight
values to assess how differences in player preferences affect the overall outcome.

The heuristic algorithms were implemented using Python 3.12. All experiments were performed
on a machine equipped with an Intel® Core™ 17-1360P 2.20 GHz processor, 16.00 GB of RAM,
and running the Windows 10 operating system. CPU times are reported in seconds.

4.1 Experimental setup

This study evaluates the performance of the local-opt and global-opt models using a test dataset.
In the test scenario, four players start from the same origin point. Each player can set their
transportation preference. There are three transportation modes, truck, rail, or water, each player
could choose one of them to move toward the next logistics hub. Upon reaching a hub, another
transportation mode or route can be used to continue, until to the destination. Each route for
every mode has a limited transportation capacity, which may lead to competition among players
when preferences overlap. The structure and transportation characteristics of the test problem
are illustrated in Figure 1.

Transportation | Network Co2
cost rigidity | emission
Truck high low high
;‘,k Rail low high low
Ship low high low

Player 1 Player 2 Player3 Player4

Figure 1. The structure and transportation characteristics

4.2 Results and discussions
4.2.1 Comparison of Individual and System-wide Optimization Models

To evaluate the performance of the individual optimization model (Local-opt) and the system-
wide optimization model (Global-opt), we applied stochastic variations to key parameters such
as demand, transportation capacity, and the weight coefficients of players. Under this setting,
we conducted 100 independent simulations for each model.

As shown in Figure 2, the Global-opt model consistently achieved a lower total objective value
than the Local-opt model, indicating better performance in terms of network-wide efficiency.
However, it exhibited slightly higher standard deviation compared to Local Optimization. This
suggests that while the global approach is more efficient on average, it is also more sensitive to
variations in parameters such as demand or capacity. These findings highlight a trade-off
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between efficiency and robustness, which is crucial for decision-makers in uncertain logistics
environments.

Comparisen of Local and Global Optimization

= Local Optimization
mm Global Optimization
—- Local Mean: 3800.27
--- Global Mean- 375553

Frequency

3200 3400 3600 3800 4000 4200 4400 4500
Total Objective Value

Figure 2. Total Objective Value Comparison: Local-opt vs. Global-opt

4.2.2 Effectiveness situation of Global-opt model

In this experiment, we reset the parameters to their baseline values and modified only the
players’ transport preferences to evaluate the impact of player characteristics. Two scenarios
were tested:

o Scenario 1 (Heterogeneous Preferences): Each player has a distinct priority (e.g., player
1 prioritizes cost, while player 2 focuses on minimizing rigidity).

e Scenario 2 (Homogeneous Preferences): All players are aligned in their preference,
such as focusing on minimizing rigidity.

The results, illustrated in Figure 3, reveal that the Global-opt model is particularly effective
under homogeneous conditions. In such cases, limited transport resources (e.g., truck) tend to
intensify competition among players, often leading to inefficiencies in the Local-opt model. By
contrast, the Global-opt model can allocate resources strategically, thereby minimizing the total
cost, rigidity, and CO: emissions of the network.

On the other hand, in heterogeneous scenarios—where players have differing priorities—the
competition for resources tends to be lower, and the Local-opt model can achieve performance
levels similar to those of the global model.

These findings suggest that under conditions of high resource contention, the importance of
global optimization increases significantly.

10%

S
T 8%
o]
<
- 6%
c
(O]
E 4%
>
1)
s 2%
E
0% I
Heterogeneity Homogeneity

Figure 3. Comparison of improvement rates using Global-opt Model under Player Preferences
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4.2.3 The Optimized Routes Under Homogeneous Player Preferences

As mentioned in the previous section, the Global-opt model is more effective when players
share similar priorities. In this section, we analyze how route selections and transportation mode
choices vary under a homogeneous preference environment.

We assume that all players have the same priority on rigidity, setting their weights as

w;il‘?;g’p&p + = 1.0. Based on this condition, we run both the Local-opt and Global-opt models
and examine the resulting transportation modes and routing paths. The results are summarized

in Table 1 and Figure 4.

The findings show that the total objective value is optimized in the Global-opt model, indicating
a more efficient outcome. Notably, truck transportation is more frequently selected when
rigidity minimization is prioritized. We also observe changes in routing behavior. For example,
Player 3 initially chooses the route:

1-Truck and Ship — 2-Truck and Ship— 4-Truck — 8,

but  after applying the  Global-opt model, the route changes to:
1-Truck — 2-Truck — 4-Truck — 8.

This shift can be explained as follows: since truck transport offers greater flexibility, players
tend to prefer it in order to minimize rigidity. However, due to capacity constraints, not all
players can use the truck mode exclusively. In the Local-opt model, where there is no central
collaboration, players make decisions independently—often resulting in suboptimal
reallocation when route conflicts occur.

In contrast, the Global-opt model acts as a central mechanism, allowing for collaborated
decision-making from a network-wide perspective. This enables more strategic allocation of
transportation resources, resulting in improved outcomes for all players.

Table 1: The optimized transportation routes and objective values

Local-opt Global-opt
(Priority Order: [4, 1, 2, 3])
Route Objective Route Objective
value value
Player 1 | 1-T-3-T-6 1080 1-T-3-T-6 1140
1-R-3-T-6
Player 2 | 1-T-2-T-4-T-5-R-7 | 740 1-T-2-T-4-T-5-R- | 780
1-T-3-T-5-R-7 7
1-T-3-T-5-R-7
Player 3 | 1-T-2-T-4-T-8 2200 1-T-2-T-4-T-8 1120
1-S-2-S-4-T-8
Player 4 | 1-T-2-T-4-T-5-T-7 | 900 1-T-3-T-5-T-7 920
1-T-3-T-5-R-7
Total 4920 3960
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Local-opt Global-opt

Figure 4. The transportation routes in Local-opt and Global-opt models

5 Conclusion

This study developed multi-objective optimization models for both individual (Local-opt) and
system-wide (Global-opt) strategies, using sequential and simultaneous approaches to represent
the behaviors of multiple logistics players. Through a series of numerical experiments, we
investigated how different optimization approaches influence the overall efficiency of logistics
network. Specifically, we compared Local-opt and Global-opt models across various scenarios.
The results revealed that the Global-opt model consistently achieved better objective values,
particularly under conditions of limited transportation capacity. A notable finding emerged in
scenarios with homogeneous player preferences, where the Global-opt model effectively
coordinated resource allocation, minimized conflicts, and enhanced overall performance.
These findings underscore the significance of centralized collaboration mechanisms in
achieving efficient and sustainable logistics within Open Logistics Networks.

Future research may focus on extending the model to incorporate additional objective functions
based on real-world case studies and exploring incentive mechanisms to promote collaboration
among competitive players.
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Abstract: In the context of Physical Internet-based hyperconnected logistics, regional and
gateway hubs promote freight consolidation between regions and urban areas. Several routing
protocols, including dynamic directional routing, have been proposed to efficiently identify the
best next-hop hubs based on the origin-to-destination direction. While these protocols improve
hub-level decision-making, they often overlook the impact of road-level traffic dynamics,
particularly in congested metropolitan regions where passenger vehicle interactions can
disrupt freight movement. To address this gap, this paper introduces durable routing — a
departure-time-dependent approach that leverages historical traffic patterns to predefine
reliable, congestion-resilient paths. Unlike purely reactive protocols, durable routing
anticipates predictable traffic cycles, ensuring stable transit times even under moderate
congestion. This approach supports high-confidence dispatching, enhances route
predictability, and promotes balanced modal distribution, reducing overall network congestion
while maintaining service-level guarantees. We further present case study results from the state
of Georgia, analyzing how factors like day-of-the-week, hour-of-the-day, and risk tolerance
thresholds influence durable route selection, demonstrating the scalability and adaptability of
this approach to diverse regional contexts.

Keywords: Physical Internet, Durable Routing, Resilient Routing, Hyperconnected Logistics

Physical Internet (PI) Roadmap Fitness: XI PI Nodes, X PI Networks, X System of Logistics
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1 Introduction

Freight Logistics today primarily relies on the combination of point-to-point transportation and
hub-and-spoke networks, with freight moving through infrastructures dedicated to specific
shipping and transportation businesses (Crainic & Montreuil 2016). The Physical Internet (PI)
challenges this paradigm by introducing an open, hyperconnected logistics web grounded in
hierarchical spatial structuring and multi-plane meshed hub networks. This paradigm promotes
consolidation, sustainability, and systemic efficiency (Montreuil, 2011; Montreuil et al., 2018).

This paper examines regional and inter-regional freight flow through strategically located
regional/inter-regional hubs that function as transit, sortation, or cross-docking centers
(Muthukrishnan et al. 2024). These hubs are optimized for connectivity to key logistics
infrastructure and intermodal connections, such as interstates, ports, airports, and railyards
(Grover et al., 2023). However, the road links between hubs, particularly those traversing high-
traffic metropolitan areas, present persistent challenges in terms of speed, reliability, and
predictability.
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Durable Freight Routing in Hyperconnected Logistic Networks

This issue is particularly evident on interstates passing through metropolitan regions. While
GPS-based routing dynamically suggests alternate exits to avoid congestion, widespread use of
these recommendations often leads to secondary bottlenecks, increasing travel time uncertainty.
An alternative solution involves proactively analyzing traffic patterns to identify road routes
between hubs that minimize congestion while ensuring satisficing and reliable travel times. By
anticipating bottlenecks and making strategic route adjustments, freight truck movement can
avoid excessive delays without major detours.

In this paper, we introduce durable routing as a novel approach to freight movement
optimization, addressing the need for consistent and predictable travel times in variable traffic
environments. A durable route is defined as a predefined, departure-time-dependent road path
that consistently delivers predictable travel times across a range of traffic conditions. These
routes are identified using historical traffic data that capture temporal patterns—such as
weekday/weekend cycles and peak/off-peak variations—and are strategically selected to ensure
reliability even under moderate congestion.

Unlike dynamic real-time routing, which continuously adjusts based on current traffic data, or
static shortest-path routing, which overlooks temporal variation in congestion, durable routing
leverages repeatable traffic patterns to enable pre-scheduled, high-confidence dispatching
decisions. This predictability supports both forward and deferred truck dispatching while
maintaining robust (e.g. 99%) service-level guarantees on arrival time to destination.
Furthermore, durable routing promotes balanced modal distribution across the road
network, shifting freight volume from heavily trafficked interstates to underutilized but reliable
state and local roads. Such rebalancing enhances network resilience and alleviates congestion
hotspots.

Previous works on routing in hyperconnected hub networks, including directional routing
protocols (Shaikh and Montreuil 2024, Shaikh et al. 2025), account for hub-level congestion in
dispatch protocols. However, these studies typically overlook road-level traffic dynamics
resulting from interactions between freight and passenger vehicles. Our framework
complements and extends this body of research by embedding road network congestion directly
into the route selection process.

We demonstrate the proposed framework through a case study focused on freight flows in the
state of Georgia, USA. Our findings indicate that durable routing is both scalable and
regionally adaptable and can be seamlessly integrated with existing dynamic dispatch
protocols to enhance overall efficiency and reliability in hyperconnected logistics networks. To
our knowledge, this is the first formal articulation and application of durable routing in the
context of freight logistics.

2 Methodology

This section provides a detailed explanation of the methodology used in our framework as
synthetically shown in Figure 1. Within the scope of multi-tier hyperconnected networks, we
concentrate the description on freight transport using trucks operating across both
regional/inter-regional hub networks and gateway hub systems. To this end, our road network
is limited to routes suitable for truck traffic - specifically Interstates, U.S. highways, and State
routes. The method can be implemented to include multimodal routing, for example leveraging
trucking and railroading.
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2.1 Identifying Critical Nodes

The proposed methodology begins with analyzing inbound and outbound freight volumes and
routes associated with various destination clusters. This is followed by identifying major road
intersections and cities within the target geographic area, which could serve as potential
locations for gateway or regional hubs. From this stage forward, we will refer to these critical
connection points as nodes.

2.2 Finding Candidate Routes Between Node Pairs

After identifying the nodes, the next crucial step is to determine a set of candidate routes that
freight trucks are likely to take between each pair of nodes. We first begin by identifying the
shortest route based on annual average travel time for each origin and destination node pair,
serving as a baseline route. To expand the route set, we iteratively adjust segment weights to
uncover alternative routes that deviate from this baseline while remaining feasible for freight
transport.

Given the tendency for many of these routes to share significant overlap, a post-processing step
is applied to eliminate highly similar routes, retaining only those that differ by at least 20% of
their total segments. In this filtering process, we intentionally retain routes that includes critical
U.S. highways and state roads in addition to the Interstates, recognizing its importance in
regional/inter-regional freight movement to regions where the Interstate network is sparse or
indirect. This ensures that the final set of candidate routes captures a realistic and diverse range
of truck-friendly paths, all within a fixed percentage deviation from the shortest route. By
preserving a broader set of plausible freight corridors, this approach enhances the resiliency of
logistics systems in the face of potential disruptions such as traffic congestions, road failures,
or policy restrictions.

2.3 Generating Day & Time Dependent Travel-Time Distribution on Candidates

The next phase involves examining traffic patterns along the sets of candidate road routes for
each node pair. Specifically, we assess how dispatch times and risk-tolerance thresholds -
determined by the day-of-the week and time-of-the-day affect the freight flow efficiency on
these routes. This step is essential for capturing delay patterns induced by traffic congestion
from passenger vehicles, accidents, and other roadway disruptions. By incorporating these
dynamics, we can more accurately estimate the expected truck travel time between
intersections.

To support this analysis, we utilize the National Performance Management Research Data Set
(NPMRDS & IEEE, 2023), a comprehensive data source that provides speed and travel-time
metrics for both freight and passenger vehicles. It aggregates data in 5-minute, 15-minute, or
I-hour increments and spans the entire National Highway System (NHS), and additional
roadways near 26 key border crossings with Canada (20 crossings) and Mexico (6 crossings).
The spatial resolution is based on Traffic Message Channel (TMC) location codes, each
representing a unique, directional roadway segment. In urban areas, a TMC typically covers
about half a mile to a mile while in rural areas it may span five to ten miles. With coverage of
more than 400,000 TMCs and billions of observations, NPMRDS offers detailed insights into
average speeds, travel times, and traffic volumes across both freeways and arterial roads—
making it a critical resource for evaluating real-world freight mobility and performance. In
particular, the NPMRDS offers a Massive Data Downloader feature that allows users to
customize data exports by selecting specific regions, road segments, date and time ranges, and
probe measures such as speed, travel time, and volume. Although the data is not available in
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real time, it is updated monthly and includes historical records dating back to 2017, with
coverage extending up to the month preceding the current one.

Each candidate road route identified between node pairs in the previous step consists of a
sequence of TMC segments. By leveraging NPMRDS data, we can analyze the distributions of
travel times on each segment based on a given departure time, characterized by time-of-the-day
and day-of-the-week across year(s). By aggregating the distributions of all TMC segments
within a route, we can construct a comprehensive, departure-time-dependent distribution of
travel time on each candidate route. This enables a more realistic and dynamic representation
of freight movement that accounts for temporal variations in traffic conditions.

Although the process of generating these temporal distributions for all candidate routes is
computationally intensive, it is performed only once per geographic region. The resulting data
can then be efficiently stored and reused in future planning, simulation, or optimization tasks.
In the future, this process could be further streamlined through the application of machine
learning or artificial intelligence techniques to accelerate the generation and refinement of
route-level probe measure distributions.

2.4 Assessing Candidate Routes and Suggesting the Most Durable Route —
Based on Departure Time and Robustness Level

At the start of this step, we have day- and departure-time-dependent travel time distributions
for all candidate routes. For example, Route 1 from Valdosta to Augusta has this distribution
of travel times on Fridays at 10:00 AM. These distributions form the basis for assessing the
durability of each route. Given the origin-destination choice and operating conditions—such as
day, time, and desired robustness level—the model ranks the candidate routes based on robust-
time and recommends the high-durable route at that operation condition. This selection balances
efficiency and reliability, considering expected traffic variability to support more resilient
freight planning.

3 Case Study Results and Discussions

In this section, we demonstrate the application of our framework for identifying durable routes
using Georgia, USA, as a test case. Georgia has an extensive transportation infrastructure,
freight operations and well-established logistics networks, enabling demonstration at scale.

3.1 Georgia Road Infrastructure and Key Intersection Cities

We begin by pinpointing key freight corridors—including major Interstates like I-75, I-85, I-
285, and I-16, as well as significant State and U.S. routes such as GA-400 and US-27. We then
identify for test bed 50 network nodes in urban areas that serve as frequent freight origin and/or
destination and lie at the intersections of Interstates, principal and other minor arterials. These
nodes represent potential locations for regional/gateway hub networks in the context of multi-
tiered hyperconnected networks. The network node set can be altered as needed.

The sampled set of key corridors also includes the 19 designated corridors identified under the
Governor’s Road Improvement Program — GRIP (GDOT, 2015) which aims to enhance
connectivity to the Interstate Highway System. GRIP seeks to place 98% of Georgia’s
population within 20 miles of a four-lane highway, significantly improving access in rural areas.
Beyond promoting safer travel, the program enhances freight mobility by increasing the
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availability of truck-accessible routes and alleviating congestion on primary Interstates through
better distribution of freight traffic across multiple corridors.
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Figure 1 Sample of key network nodes of the Road Infrastructure of Georgia (50, Left) and Metro Atlanta (6, Right)

Figure 1 presents the Georgia road network used in our analysis, highlighting key network
nodes, as well as counties color-coded based on their respective annual truck freight volumes
comprising their inbound, internal, and outbound freight movements. The freight movement
data is sourced from Freight Analysis Framework (BTS, 2024) which provides estimates of
shipment weight and volume for different commodity types and modes of transportation at a
county-to-county level to support planning, policymaking, and operational decisions at the state
and local levels. Figure 2 makes vivid that a greater number of network nodes are located
within counties exhibiting higher freight volumes, reflecting the natural co-location of freight
demand, infrastructure connectivity, and economic activity.

Then, we utilize the NPMRDS dataset to extract the relevant TMCs for the identified freight
corridors, comprising of 2067 Interstate segments, 6242 US routes and 11419 State routes,
resulting in a total of 19728 TMC segments. It is important to note that TMCs are direction-
specific—meaning, for instance, that the southbound and northbound segments of a roadway
are treated as distinct entities. In the database, each TMC segment has a defined length and an
associated average truck speed, which we use to calculate the average travel time.

3.2 Identifying Candidate Truck Routes Between Network Node Pairs

The next phase involves identifying a set of candidate truck routes between each pair of nodes,
which may either directly represent hub-to-hub connections or form a critical segment of overall
hub-to-hub link, with additionally incorporating first-mile and last-mile links between the cities
and their respective hubs. Each link in this context is defined as a sequence of ordered pairs of
TMC segments, arranged in the direction from the origin node to the destination node.

To systematically identify these candidate routes, we construct a directed network graph where
the nodes correspond to the endpoints of TMC segments, and the edges represent the TMCs
themselves. This structure allows for efficient route calculation and ensures that the spatial
continuity of truck movements is preserved. For each node pair, we initiate the process by
determining the shortest path between the origin and destination, based on the average travel
time over entire year. This path serves as a baseline for comparison. Subsequently, we employ
an iterative approach to identify two additional freight routes. To achieve this, we dynamically
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adjust the weights of the TMC segments by applying a factor that accounts for variations in
travel conditions, thereby generating alternative paths that deviate by no more than 20% from
the annual average travel time of the shortest path. This method ensures that the identified routes
are not only efficient but also robust to minor variations in travel conditions.
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Figure 2 Three Candidates for Durable Route from Valdosta Node to August Node

Following the route generation, we conduct a post-processing step to validate and enhance the
diversity of the identified routes. This step involves verifying that the alternate routes include
significant state and U.S. routes, thereby avoiding over-reliance on any single corridor and
ensuring practical applicability for freight transport. By incorporating a mix of major roadways,
the resulting routes are more likely to be operationally feasible and resilient to disruptions,
when incorporating traffic patterns. Figure 2 with the routes numbered in ascending order of
their annual average travel time — with Route I having 295 minutes, and Routes 2 and 3 each
having 30Iminutes. On an annual average, the travel times for these routes show minimal
variation, with only a 6-minute difference. Further, we propose conducting field studies, which
would involve ground-truthing the routes through real-world observations and stakeholder
consultations. Such validation would not only enhance the accuracy of our analysis but also
provide valuable insights into the practicality and reliability of the proposed alternate routes.

3.3 Incorporating Travel Time Distributions on Candidate Routes

With the candidate freight routes identified, the next step is to incorporate the travel time
distributions along these routes for all inter-node links. For this study, we focus on analyzing
traffic patterns for the year 2024. However, future studies could expand this scope to include
multiple years, allowing for the identification of long-term trends and seasonal variations.

3.3.1 Extracting Travel Time Data for Individual TMC Segments

We begin by extracting average travel time data for trucks from the NPMRDS, capturing
measurements at 15-minute intervals throughout 2024 for the TMC segments that make up the
links of the candidate routes. This data reveals substantial variation in travel times, exhibiting
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distinct day-of-the-week and time-of-the-day seasonality, reflecting the dynamic nature of
freight traffic.

3.3.2 Calculating Travel Time Distributions of Candidate Routes

Given this variability in the travel times of TMC segments, accurately incorporating these travel
time variations into the candidate routes, presents a significant modeling and computational
challenge. To address this, we simplify the analysis by focusing on hourly departure time
variations for these links (instead of every 15-minutes), striking a balance between capturing
realistic traffic dynamics and maintaining computational efficiency. Specifically, for each
candidate route, we estimate the travel time from the origin to the destination based on hourly
departures from the origin throughout the year.

Many of these links span multiple hours. The primary difficulty in estimating these departure-
time-dependent travel time distributions is in determining which TMC segment is reached at
each hour along the route and applying the appropriate average travel time for that segment,
aligning the link traversal with the corresponding time window.

3.4 Suggesting Durable Routes in Different Operational Settings

Now, to demonstrate the operationalization of durable routing, we here evaluate the robustness
of multiple candidate routes for a given node pair by analyzing the variability in their travel
time distributions. The tested pair has a Valdosta node as origin and an Augusta node as
destination. Figure 2 for illustration of alternative routes. Durable routes are characterized by
their ability to consistently provide reliable travel times, even under uncertain and variable
traffic conditions. We introduce a method to quantify this reliability through robust travel time
thresholds, which reflect the maximum travel time not exceeded on a specified percentage of
days (e.g., 99%, 70%) for a given departure time.

Our analysis focuses on three key dimensions: (1) variation across days of the week for a fixed
departure time, (2) variation across departure times within the same day, and (3) variation
across robustness levels for the same route and departure window. These complementary
perspectives allow us to assess the stability and adaptability of durable routing in different
operational contexts. To make the analysis interpretable and actionable for decision-makers,
we classify each candidate route into one of three durability categories—high-durable,
medium-durable, and low-durable—based on its statistical performance at the specified
robustness threshold. In Figures 4 to 6, this classification is visually represented in each plot
through a consistent color scheme. Dark purple indicates a high-durable route: these routes
exhibit tightly clustered travel time distributions with short right tails and low robust travel time
values. Light purple represents a medium-durable route: these routes show moderate spread
and longer tails, with higher variability in travel time. Light red marks a low-durable route:
characterized by wide distributions and long right tails, indicating significant risk of delay under
adverse traffic conditions.

Each subplot in Figures 4 to 6 displays a histogram of historical travel times, with the x-axis
denoting travel time in minutes and the y-axis representing the proportion of observed days
falling into each time bin. An overlaid orange kernel density curve smooths the histogram to
visualize the shape of the travel time distribution. Blue text represents the average travel time
for the route over the entire year, the vertical green line indicates the average travel time for the
selected day and hour, and the dashed red line shows the travel time at the chosen robustness
threshold (e.g., 99%) for that day and hour, marking the maximum travel time expected to be
exceeded just 1% of the time. The shape of the right tail in plots of Figures 4 to 6 is especially
important in understanding route durability. A long or heavy right tail suggests greater
variability and vulnerability to traffic disruptions—even if the average travel time appears
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favorable. In contrast, shorter, steeper tails reflect more predictable route performance with
fewer extreme cases, making such routes more desirable for reliable freight operations.

3.4.1 Variation based on Hourly Departure-Time
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Figure 3 Contrasting the durable performance of three alternative routes
from Valdosta to Augusta nodes based on 10am vs. 11am departure
Figure 3 presents the travel duration distribution of three routes from the Valdosta node to the
Augusta node based on 1-hour departure time variations on Fridays at 99% robustness. On an
annual average, the travel times for these routes show minimal variation, with only a 6-minute
difference.

At 10:00 AM, Routes 1 and 2 have similar average travel times of 289 and 297 minutes,
respectively, with corresponding 99% robust travel times of 350 and 365 minutes. At this hour,
Route 1 emerges as the high-durable option under the 99% risk threshold.

However, by 11:00 AM, while Route 2 maintains similar average and 99% robust travel times,
Route 1's 99% robust time increases significantly, widening by 40 minutes from 350 to 390
minutes. This shift indicates that Route 1, despite being the shortest on average, becomes less
consistent due to increased congestion. In contrast, Route 2 demonstrates greater stability,
making it the high durable route at 11:00 AM.

This analysis underscores that small adjustments in departure time can significantly influence
which route is deemed the high-durable route, highlighting the dynamic nature of travel time
reliability.

Research Contribution 8
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3.4.2 Impact of Days-of-the-Week Factor

Figure 4 illustrates the proposed durable route from Valdosta to Augusta based on different
days of the week at 10:00 PM at a 99% risk-tolerance threshold. On Mondays at 10:00 PM,
Route 1 has an average travel time of 285 minutes with a 99% robust time of 320 minutes, while
Route 2 averages 296 minutes with a 99% robust time of 359 minutes. This makes Route 1 the
high-durable option on Mondays 10:00PM.

However, on Sundays at 10:00 PM, the situation shifts. Route 1 averages 288 minutes with a
99% robust time of 360 minutes, while Route 2 has a similar average of 290 minutes but a
significantly lower 99% robust time of 325 minutes. This makes Route 2 the more durable
choice on Sunday nights.

This variation highlights that the high-durable route can change depending on the day of the
week, even at the same departure hour.
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Figure 4 Durable routes from Valdosta to Augusta nodes on Sunday vs. Monday

3.4.3 Impact of Risk-Tolerance Thresholds
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Figure 5 Valdosta to Augusta nodes: Proposed durable route based on different risk-tolerance thresholds

Figure 5 presents the proposed durable route from Valdosta to Augusta, with a departure at 5:00
PM on Saturdays, based on different robustness levels. At this hour, Routes 1 and 2 have similar
average travel times, at 292 and 297 minutes respectively, with corresponding 70% robust times
of 310 and 312 minutes. Under this threshold, Route 1 emerges as the high-durable route.
However, when the risk threshold is raised to 99%, Route 1's robust time increases to 370

Research Contribution 9



Durable Freight Routing in Hyperconnected Logistic Networks

minutes, while Route 2's remains at a lower 362 minutes, making Route 2 the high-durable
choice under this higher threshold. This highlights that the selection of a high-durable route can
vary significantly based on the chosen risk tolerance, even if the route is not the shortest on
average. This consideration is particularly important for trucks transporting time-sensitive
freight.

These visuals in Figures 4 to 6 highlight the fact that durability is a function of both route and
context—not an inherent attribute of the path itself, but a reflection of its behavior under
specific conditions. By evaluating robustness at different times of day, days of the week, and
risk tolerance thresholds, planners can identify context-aware durable routes that balance speed
with consistency. This durable route classification and visualization approach thus supports
data-driven route selection, enabling logistics planners to make informed decisions that align
with service level commitments and operational resilience goals.

4 Conclusion and Future Research

This paper introduced durable routing as a novel approach to enhance freight transportation
reliability in hyperconnected logistics networks. Our Georgia-based case study demonstrated
how the choice of high-durable route varies significantly based on temporal factors — such as
day-of-the-week and time-of-the-day - and risk tolerance levels. Notably, the route with the
shortest average travel time over the year often proved less durable under higher risk tolerance
thresholds, as it exhibited greater vulnerability to delays during peak congestion periods. These
findings highlight the critical importance of incorporating both temporal patterns and risk
considerations into freight routing decisions.

This work complements existing Physical Internet directional routing protocols that optimize
hub-level decisions but often overlook time-dependent traffic dynamics on connecting road
segments. The integration of durable routing with these protocols offers promising
opportunities for future research, including:

e Developing hybrid models combining durable route planning with dynamic
dispatch optimization: These integrated frameworks would optimize dispatch timing,
hub-selection, and durable-route choice decisions. By coordinating these elements,
logistics planners could strategically adjust time departures to coincide with high-
durable route while maintaining delivery commitments and consolidation opportunities.

e [Exploring the impact of seasonal variations through multi-year traffic pattern
analysis: Extending beyond daily and weekly patterns, this research would analyze
multiple years of traffic data to identify holiday-related congestion, weather influences,
annual events, and long-term traffic trends. These insights would enable more
sophisticated planning models that adapt routing recommendations based on seasonal
factors and predictable disruptions.

¢ Extending the framework to incorporate multimodal transportation options: This
direction would expand durable routing to include rail connections, last-mile delivery
alternatives, and intermodal transfer points. The research would identify optimal
conditions for mode switching, particularly around congested urban interfaces, creating
more flexible and efficient logistics networks that can bypass road congestion through
alternative modes when advantageous.

By addressing the gap between hub-level and road-level optimization, durable routing
contributes to more reliable, predictable, and efficient hyperconnected logistics systems that
can better withstand the variability inherent in shared transportation infrastructure.
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Abstract: This paper proposes a modular, utility-based demand estimation framework tailored
to hyperconnected regional transport systems, inspired by Physical Internet (PI) principles. By
treating both passenger and freight flows as standardized Logistic Units (LUs), the framework
unifies diverse mobility needs into a single decision-support model. It dynamically adjusts user
preferences across multiple criteria: cost, time, emissions, comfort, reliability, and safety, and
evaluates transport demand under varying service conditions. The approach is structured in
three phases: independent demand modeling, transport network integration, and utility-driven
demand allocation. Eight experimental scenarios are developed, combining trip variability,
vehicle availability, and utility calculation methods. Applied to the ECOTRAIN project in the
Occitanie region of France, the framework models eleven user profiles across six transport
modes. The study demonstrates how Pl-aligned, data-driven modeling can support strategic,
tactical, and operational decisions for more inclusive, sustainable, and efficient regional
mobility.

Keywords: Physical Internet, Hyperconnected, Demand Estimation, Regional Transport,
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1 Introduction

Transport services face increasing pressure to accommodate the evolving expectations of
both passengers and freight carriers, particularly around cost, sustainability, and efficiency.
However, the requirements in urban areas do not directly transfer to regional contexts,
needing different approaches. While urban networks benefit from consistent infrastructure,
advanced technologies, and competitive offerings, regional systems are constrained by low
population density, sparse demand, limited infrastructure, and socioeconomic disparities, as
noted by Sieber et al. (2020).

From a passenger perspective, these constraints make it difficult to operate economically
viable public transport, which often leads to a near “private car monopoly”. This situation
creates multiple problems: first, a limited transport offer fails to serve diverse mobility needs,
leaving groups like the elderly, youth, and individuals with disabilities without adequate travel
options; second, an overreliance on cars increases emissions, undermining sustainability goals;
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and finally, a combination of infrastructure deficits, long distances between towns, and limited
understanding of user expectations hinders the design of effective mobility solutions, whether
through scheduled routes, on-demand services, or innovative multi-modal solutions.

Freight transport in these regions faces similarly difficult conditions. As Sieber et al. (2020)
point out, routes are typically longer and less direct than in dense urban networks, making
service less profitable and limiting the number of logistics providers. Those that do operate
often do so in isolation, with minimal collaboration. Moreover, freight requirements for
agricultural, livestock, or other region-specific products do not always match the standardized
logistics practices used in urban markets. Consequently, local freight customers’ expectations
regarding cost-effectiveness, reliability, or specific handling frequently go unmet, intensifying
the mobility deficits already observed on the passenger side.

Collectively, these challenges highlight a pressing need for context-specific solutions, leading
to a central question: How can transportation services in regional areas be made more
accessible, efficient, and sustainable? To answer this question, one must first understand how
transport demand in regional areas differs from urban contexts in terms of user composition
(passengers and freight operators), expectations (cost, trip time, environmental impact,
reliability, comfort, safety), and spatial characteristics (longer distances, lower population
density, weaker network connectivity.

Several existing approaches are relevant to regional transport demand estimation. Utility-based
models align transport offerings to potential users, modeling how different traveler and freight
segments select modes based on their preferences. Meanwhile, Physical Internet (Pl)
principles, introduced by Montreuil (2011), emphasize flow consolidation (particularly
through containerization) and synchronization to improve transport efficiency in fragmented
networks. Building upon these ideas, our proposal integrates utility-driven models within a
PI framework, pairing containerization and synchronized transport modes for both passenger
and freight mobility. By providing a demand estimation component, we aim to guide operators
toward more efficient, responsive, and sustainable regional transport systems.

To address remaining gaps, this paper introduces a demand estimation framework that
dynamically adjusts the relative importance of transport features based on context, thereby
improving accuracy in low-density, irregular demand environments. By merging passenger and
freight requirements into a unified utility model, the framework proposes a “multipurpose
transport system” concept tailored to regional conditions. The core concept of this proposal
consists of treating all entities, people or goods, as standard “logistic units” (LUs), akin to the
Pl-containers proposed by Montreuil et al. (2014). These modular, standardized units enhance
interoperability across different transport modes. Within this framework, LUs travel in mode-
specific “shuttles” operating on arcs that connect origin—destination (O-D) pairs. Each arc
designates which vehicle types are permitted, reflecting the capacity and accessibility of the
route.

Finally, the study aims to predict, for specific time frames, the volume of LUs traversing each
arc and using each type of shuttle in the network. By capturing these flows under diverse
conditions, operators can better match transport capacity to demand, mitigating the challenges
inherent in low-density regions and enabling more sustainable, economically viable services.
This paper proposes a novel, unified demand estimation model tailored to regional transport
systems by integrating utility-based decision modeling with Physical Internet principles.

The remains of this paper is structured as follows: Section 2 presents the literature review,
describing existing approaches to transport demand estimation and their relevance to regional
transport. Section 3 introduces the proposed demand estimation framework, detailing its
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methodology and the experimental scenarios used to evaluate different transport configurations.
Section 4 applies the framework to a case study, demonstrating its practical implementation in
a regional transport setting. Finally, Section 5 discusses key findings, draws conclusions, and
explores research avenues.

2 Literature Review on Transport Demand Estimation

Accurate transport demand estimation in regional areas presents two core challenges: first,
understanding context-specific expectations of users (both passengers and freight operators);
and second, adapting or designing methodologies that reflect these expectations in low-density,
infrastructure-limited territories. One foundational concept in demand modeling is utility
theory, which underpins many estimation frameworks by quantifying the attractiveness of
transport options from the user’s perspective. As Cowie (2009) notes, individuals seek to
maximize their utility and will switch modes if they perceive higher benefit elsewhere.

The literature presents a variety of utility-based modeling strategies. While each approach
brings valuable insights into transport behavior, most were developed for urban contexts with
dense networks and predictable flows. Below, we organize these methods into four main
categories: (1) traditional econometric models, (2) dynamic/adaptive models, (3) machine
learning approaches, and (4) freight-specific and regional models.

Econometric models, particularly the Multinomial Logit (MNL) and Nested Logit structures,
are widely used in passenger demand analysis due to their simplicity and interpretability.
Ranjan and Sinha (2024), for example, applied MNL models to assess urban passenger mode
choices by evaluating factors such as travel time, cost, comfort, and noise exposure. While the
model effectively captures mode preferences in congested and service-limited urban settings, it
relies on static preference weights and does not account for how user behavior may shift
throughout the day or across changing conditions. Liu et al. (2019) extended the traditional
framework by using Nested Logit models to study multimodal travel behavior, integrating both
stated and revealed preference data. Although demographic variables like age, gender, and
income were considered, the model still grouped users into coarse segments and assumed fixed
utility weights, limiting its responsiveness to evolving user expectations. These foundational
models offer a solid base for demand modeling but fall short when dealing with adaptive or
highly dynamic decision-making environments.

To overcome the limitations of fixed-preference models, several studies have developed
dynamic approaches that better reflect evolving travel behavior. Ferrari (2014) introduced a
freight-focused model using random utility maximization with cost functions that adapt in real
time to changes in infrastructure usage and congestion levels. This model improved modal split
predictions by accounting for feedback between demand and supply conditions. In the
passenger domain, Zannat et al. (2024) applied an agent-based microsimulation framework that
allows individual utility scores to shift depending on the scenario, thus capturing context-
sensitive decisions. Similarly, Mohri et al. (2024) examined crowd-shipping dynamics using a
binomial logit model that includes adaptive variables such as users’ available time, expected
compensation, and socioeconomic factors. While these models provide greater flexibility and
realism than their static counterparts, they remain rare in rural and regional contexts and are
often restricted to either passenger or freight flows in urban areas.

Machine learning models offer powerful tools for capturing non-linear relationships and high-
dimensional interactions in transport decision-making. Nam and Cho (2020) utilized deep
neural networks to analyze urban mode choice behavior, demonstrating that these models can
outperform traditional logit models by learning complex dependencies among variables such
as cost, travel time, and frequency. However, their applicability is limited by their “black-box”
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nature, high data requirements, and limited interpretability—factors that reduce their
practicality for real-time decisions or for data-scarce rural environments. In a related effort,
Beuthe et al. (2008) compared multi-criteria decision-making methods with neural networks to
assess freight transport preferences. Their results show better predictive accuracy but rely on
static input weights, again limiting adaptability. Although promising in terms of accuracy, these
models are not yet widely adopted for regional transport planning due to technical complexity
and limited data availability.

A smaller body of literature directly addresses the unique challenges of freight and passenger
demand estimation in low-density regions. Jourquin (2022) investigated interregional freight
mode choices using Box-Cox transformations, which helped manage non-linearity and
multicollinearity among variables such as cost, transit time, and distance. However, the study
focused primarily on strategic freight planning and did not incorporate broader attributes such
as safety or reliability, nor did it account for passenger flows. Habib (2015), in contrast,
developed a utility-theoretic model for older adults in Canada’s National Capital Region
(NCR), combining random utility maximization with a Cobb-Douglas formulation to estimate
both mode choice and travel distance. The study revealed how urban form and accessibility
influence transport decisions and highlighted the risk of social exclusion in areas with poor
mobility options. While these studies provide valuable insights into regional mobility, they are
typically single-purpose—focusing on either freight or passengers—and seldom adopt an
integrated, modular perspective capable of modeling both within a unified framework.

Despite the strengths of existing methodologies, certain limitations persist in their adaptability
and scope. Most methodologies focus exclusively on either passenger or freight transport, with
mixed passenger-freight analysis being rare. Notable exceptions explore urban crowd-shipping
but remain limited to specific contexts. Furthermore, most methodologies are tailored to urban
environments, addressing challenges like congestion and multimodal networks, while regional
or low-density areas are largely unexplored despite their distinct mobility challenges. These
complexities highlight the need for adapted demand estimation methodologies. Additionally,
many approaches evaluate standard features such as travel time, cost, and comfort but often
assume static user preferences, failing to account for temporal variability, such as changes
throughout the day or week. While dynamic approaches like evolving cost functions in freight-
focused studies offer promise, they are rarely extended to passenger transport, highlighting the
need for adaptable methodologies. Consequently, our proposition is a methodology to address
the identified gaps by providing a tailored demand estimation framework adapted to
hyperconnected, low-density transport systems.

3 Demand Estimation Framework Proposal

The methodology is structured to first clarify demand independently of supply (Phase A), then
incorporate the constraints and characteristics of the network (Phase B) and finally estimate the
actual demand allocation (Phase C).

A. Transport Demand Behavior Analysis B. Transport Network Analysis C. Transport Demand Estimation

11. Estimate
and allocate
the demand
per transport
mode

4. Assign

feature-

specific
weights by
user profile

8. Calculate 9. Calculate 10. Calculate
feature- the total utility the selection
specific per transport probability by
utilities mode user profile

2,
Characterize 3. Select the
1. Identify the the transport set of
user profiles demand influencing
(volume, time, features
space)

6. Extract
5. ListO-D Existing 7. Analyze trip
pairs Network characteristics
Paths (arcs)

Figure 1. Regional Transport Demand Estimation Framework Proposal

In the spirit of the Physical Internet (PI), this demand estimation framework adopts a modular
and interoperable structure that separates user behavior analysis from transport supply
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constraints. Inspired by the encapsulation logic of Pl containers, it introduces the concept of
Logistic Units (LUs), a unified measurement approach used for both freight and passengers.
LUs are standardized, modular representations of individuals or cargo units, enabling integrated
processing, analysis, and flow management across all transport modes.

This separation and standardization support P1 principles by enabling scalable, dynamic, and
flexible planning, where diverse flows can be matched to available network services based on
evolving preferences and real-time conditions.

A. Transport Demand Behavior Analysis
This phase provides a supply-independent overview of demand:

1. Identify the User Profiles: Determine who (or what) is traveling (e.g., students,
managers, containers), noting any distinguishing traits.

2. Characterize the Transport Demand: Specify origins, destinations, travel times, and
volumes for each LU, providing the maximum latent demand without capacity or
schedule limits.

3. Select the set of Influencing Features: List the key factors that affect travel choices
(cost, travel time, emissions, comfort, reliability, safety).

4. Assign Feature-Specific Weights by User Profile: Each profile can have fixed or
evolving (adaptive) preferences. For instance, a user who initially prioritizes cost may
later decide that travel time matters more.

B. Transport Network Analysis
In this phase, the theoretical demand is evaluated against the network’s actual configuration:

1. List Origin-Destination (O-D) Pairs: Identify which city pairs (or nodes) have
demand.

2. Extract Existing Network Paths (arcs): Specify which routes connect these points
along with the transport mode they can carry.

3. Analyze Trip Characteristics: Determine whether each transport mode’s attributes
remain constant (average) or vary according to schedule-based factors (variable). In
the constant approach, attributes are treated as stable throughout the day, providing a
simplified baseline. By contrast, variable (schedule-based) attributes reflect time-
dependent conditions such as rush-hour traffic or limited-service availability (e.g., no
buses at night).

C. Transport Demand Estimation

Finally, this phase combines (A) the demand profiles and preferences with (B) the network’s
operational data to determine how many LUs actually use each mode, under real constraints:

1. Calculate Feature-Specific Utilities: This step can be conducted in two ways. In the a
priori (single) calculation, LUs choose a transport mode at the start of their trip, relying
on average or schedule-based parameters, and do not revisit that choice. Conversely,
under the per-segment calculation, LUs re-evaluate their options after each segment,
accounting for changes such as delays or shifting preferences.

2. Calculate the Total Utility per Transport Mode: In this step, the user-defined weights
are applied to the feature - specific utilities, producing an overall utility score for each
transport mode. A higher total utility implies a stronger preference, reflecting how
different user profiles perceive and prioritize the available transport options. This
calculation reveals how well each mode aligns with the specific preferences of diverse
user groups.
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3. Calculate the Selection Probability by Transport Mode: In this step, each transport
mode’s overall utility is translated into the probability that a given user profile will
select that mode over the available alternatives. By comparing the utility of each mode
to the total utility of all modes, the model determines the likelihood that a particular user
group will opt for one mode versus another. This calculation is performed for every user
profile and transport mode, generating a comprehensive distribution of preferences
across all options.

4. Estimate and Allocate the Demand per Transport Mode: This step calculates each
mode’s potential demand by integrating user preferences and computed utilities over
time. Although passenger and freight flows are managed within a unified framework,
the demand calculations remain segmented to clearly identify specific capacity
requirements. In an unlimited capacity scenario, every LU (passenger or cargo) uses its
preferred mode without restriction. By contrast, under a limited capacity scenario, once
a transport mode reaches capacity, any additional LUs remain unserved, modifying the
initial allocation. The final allocation thus reveals how many LUs each mode carries per
O-D pair and time interval, as well as any unmet demand.

4 Application Case

Regional territories across France, home to over 22 million people, face growing mobility
challenges due to car dependency, sparse public transport, and long distances to essential
services such as schools, healthcare, and markets. In the Occitanie region, for example, Méloux
and Péalaprat (2021) report that nearly 700,000 workers live within five kilometers of their
workplace, yet more than two-thirds of these short-distance commutes are made by car. This
reflects broader structural limitations in transport accessibility, sustainability, and social
inclusion.

To address these issues, the French ECOTRAIN initiative, proposed by ADEME (2022), aims
to revitalize underused railway lines by introducing autonomous, modular shuttles capable of
transporting both passengers and freight. This innovative solution aligns with Physical
Internet (PI1) principles by promoting modularity, interoperability, and the shared use of
infrastructure to support flexible, demand-responsive services in low-density territories.

The proposed demand estimation framework is applied to a simplified ECOTRAIN network
connecting eight cities in the Occitanie region in France: Toulouse, Castres, Montpellier, Revel,
Castelnaudary, Carcassonne, Narbonne, and Béziers (see Figure 2). The network integrates
urban and peri-urban nodes, where both passenger and freight flows are modelled using
Logistic Units (LUs), a unifying measurement inspired by PI container logic. By representing
all flows as modular, standardized entities, the system supports Pl-aligned operational
planning that challenges conventional distinctions between freight and passenger
transport.

The model includes 11 user profiles, representing both passengers and freight, each with
different behavioral preferences and priorities. On the passenger side, profiles include primary,
secondary, and tertiary students; farmers; intermediate and blue-collar workers; white-collar
professionals; elderly people and tourists. On the freight side, the profiles cover industrial
goods, consumer goods, and perishable goods. Each of these user types evaluates transport
options based on six features: cost, travel time, environmental impact, comfort, safety, and
reliability. These features were selected based on a literature review of factors that users most
commonly consider when choosing between transport modes, particularly in multimodal and
regional mobility contexts.
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Figure 2. Network of nodes and arcs representing the case study

The relative importance, or weight, assigned to each feature is also based on findings from
existing studies that analyze user preferences across demographic groups and freight types.
These preferences are not static; they evolve over time and context and are defined in a dynamic
profile-weight matrix that allows the model to reflect temporal sensitivity and adaptive
behavior. Table 1 presents an example of this matrix at 8:00 AM, illustrating how different user
profiles prioritize transport features at that moment in the day.

Table 1. Profile-Specific Weights for Transport Features at 8:00 AM

Environmental

User Profile Cost Travel Time Impact Reliability =~ Comfort Safety
Primary Students 0,2 0,2 0,1 0,2 0,1 0,2
Secondary Students 0,2 0,2 0,2 0,2 0,1 0,2
Tertiary Students 0,2 0,2 0,1 0,2 0,2 0,2
Farmers 0,2 0,2 0,2 0,2 0,2 0,2
Intermediate Workers 0,2 0,2 0,2 0,2 0,1 0,2
Blue-collar Workers 0,2 0,2 0,1 0,2 0,1 0,2
White-collar Workers 0,2 0,2 0,2 0,2 0,1 0,2
Elderly 0,2 0,1 0,1 0,2 0,2 0,2
Tourists 0,1 0,2 0,1 0,2 0,1 0,1
Industrial Goods 0,2 0,2 0,2 0,2 0,2 0,2
Consumer Goods 0,2 0,1 0,1 0,2 0,1 0,2
Perishable Goods 0,2 0,2 0,1 0,2 0,2 0,2

Note: Weights represent the relative importance (0-1 scale) of each feature for each user profile. Rows sumto 1,
with values shown in rounded form for clarity.

To serve these diverse user profiles, the modeled transport system offers a range of mobility
options. The ECOTRAIN system includes ECOTRAIN_P and ECOTRAIN_F, modular,
autonomous rail shuttles operating on shared infrastructure, with dedicated wagons separating
passenger and freight flows. This design enables mixed-use operations in alignment with
Physical Internet (PI) principles of modularity and interoperability. Complementing this system
are the conventional passenger trains. TER (Transport Express Régional) which connects
regional destinations over short to medium distances with frequent stops. Intercités, which serve
longer routes with fewer stops, and TGV (Train a Grande Vitesse) which operate on dedicated
high-speed rail infrastructure, offering long-distance travel with limited stops. In addition to
rail services, the system includes private vehicles, typically used for individualized, flexible
mobility, and trucks, which serve freight needs and often operate independently.
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Each of these transport modes is defined by a set of dynamic service attributes, including travel
time, monetary cost, CO2 emissions, waiting times, and the number of required transfers, and
fluctuate throughout the day. The transport network itself is represented by a set of arcs, each
corresponding to a direct connection between two nodes (origin and destination). Every arc is
associated with a predefined hourly capacity per vehicle type.

To simulate realistic user behavior and evaluate how transport demand responds under varying
system configurations, the study introduces eight experimental scenarios built around three key
dimensions. The 1% dimension concerns trip characteristics, which may be either constant or
variable throughout the day. In the constant case, attributes such as travel time, cost, number
of transfers, and emissions are averaged to provide a simplified baseline. In the variable case,
these same features fluctuate depending on real-world conditions, offering a more realistic
representation of the transport system.

The 2" dimension focuses on the utility calculation method, which defines how users select
their mode of transport. In the a priori approach, users make their choice at the beginning of
the journey based on expected conditions and do not revisit this decision. In contrast, the per-
segment approach allows users to reassess their transport mode after each segment of the trip.
This dynamic method captures real-time adaptability, as users react to situations such as delays,
missed connections, or improved alternatives.

The 3 dimension addresses vehicle availability, which in this context refers to scheduling
constraints. In the unconstrained setting, all transport modes are considered to be available at
all times, giving users unrestricted access to their preferred option. In the constrained setting,
however, transport modes operate on realistic schedules, some may not be accessible during
specific times (e.g., limited night service for trains). If a user’s preferred mode is unavailable
at their selected time, they are assumed to exit the system altogether, resulting in unserved
demand. This setup helps evaluate whether offering specific services at particular times would
generate sufficient demand to justify their operation.

All scenarios use the same O-D pairs and time intervals, incorporating adaptive user preferences
that adjust based on context. This setup allows for a consistent comparison of how transport
demand responds to varying trip characteristics, decision-making methods, and mode
availability. Table 2 summarizes the eight scenario configurations and their relevance across
strategic, tactical, and operational planning levels.

Table 2. Experimental Scenario Configurations

Scenario Utility Calculation Trip Characteristics Vehicle Availability (Scheduling)
1 A Priori Variable Constrained
2 A Priori Variable Unconstrained
3 A Priori Constant Constrained
4 A Priori Constant Unconstrained
5 Per-Segment Variable Unconstrained
6 Per-Segment Variable Constrained
7 Per-Segment Constant Unconstrained
8 Per-Segment Constant Constrained

Scenario 1 serves as a baseline for assessing demand behavior under moderately realistic
conditions. It assumes a utility calculation based on user preferences fixed at the beginning of
the trip (a priori), variable trip characteristics that evolve throughout the day, and limited
vehicle availability based on scheduled service times. Under this scenario, users can only access
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transport modes that are available at their selected time. If a mode is unavailable due to schedule
constraints, the user exits the system, resulting in unmet demand.

The initial demand input used in the model, obtained during the transport demand behavior
analysis phase, was treated as deterministic, reflecting fixed hourly values for each user profile
and O-D pair. To evaluate how demand variability might impact vehicle requirements and
modal allocation, a probabilistic version of the demand was also tested using a Poisson
distribution, applied independently to each deterministic value. This allowed us to simulate
realistic fluctuations in user arrivals over time. Comparisons between the original
(deterministic) and Poisson-simulated (stochastic) demand distributions revealed less than 1%
variation in total values, confirming the model’s robustness under stochastic assumptions and
validating its suitability for scenario-based analysis.

The first key discovery is that unmet demand in Scenario 1 is primarily driven by service
unavailability at specific time slots, particularly in the early morning. This is not the result of
capacity saturation, but rather of transport modes being unavailable at the time of user demand.
For example, in the Béziers—Carcassonne corridor at 6:00 a.m., although ECOTRAIN_P and
cars are both heavily used, a portion of users remain unserved due to insufficient scheduling
coverage. This suggests that even small adjustments in timetables could reduce unmet demand.

A second discovery concerns the spatial separation of passenger and freight flows. The most
vehicle-intensive O-D pairs for passengers differ from those for freight. For example, O-D pairs
like Montpellier—Narbonne see high car and ECOTRAIN_P demand, while others like Béziers—
Castres are primarily served by ECOTRAIN_F and trucks. This segmentation indicates
potential for co-loading strategies where infrastructure can be optimized for both passenger
and freight flows.

5 Discussion, Conclusions and Research Avenues

This research models both passenger and freight flows by representing them as uniform logistic
units (LUs). Despite the shared LU format, each user profile maintains its own weighting
system, reflecting differentiated expectations for cost, time, environmental impact, safety,
comfort, and reliability. By assuming that these weights can shift throughout the day, the model
acknowledges that preferences may change under varying travel conditions.

One limitation of the current implementation is the absence of real-time data on passenger
movements and immediate service availability. In practice, capturing precise user profiles and
evolving preferences could further refine the allocation process and improve the realism of the
model’s outputs. These dynamic layers would enable even more responsive and accurate
demand estimation in live operational settings. Second, the concept of modularity, central to
the framework, relies on the practical compatibility of infrastructure and vehicle standards
across modes, which may not yet be fully realized in many regional systems.

Despite these constraints, the use of a unified modelling framework to capture
heterogenous demand offers significant advantages. By understanding how different user
profiles respond to specific transport features, operators can tailor better services, reduce car
dependency, and potentially decrease emissions. This is particularly impactful for underserved
populations, such as elderly residents in regional areas, who often face limited transport access
that contributes to social isolation or forced migration to larger cities.

There are also broader economic and environmental implications. Freight operators may benefit
from cost reductions through shared infrastructure and mode consolidation, while communities
can gain access to a wider range of goods at potentially lower prices. This virtuous circle,
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where improved transport supply drives usage, which in turn justifies service expansion,
highlights the potential of multipurpose transport systems to support regional development.

The proposed framework offers actionable insights into regional transport planning. By
identifying unmet demand due to scheduling or capacity gaps, operators can make more
informed decisions about service timing and vehicle deployment. Additionally, the shared-use
logic of LUs encourages coordination between freight and passenger operators, reducing costs
and improving coverage.

Looking ahead, future work could focus on integrating real-time data streams, such as dynamic
passenger and freight positions or live service status, to improve adaptability to disruptions and
behavioral shifts. Expanding the model to include behavioral feedback loops and predictive
elements would further support its use in operational decision-making.
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Abstract: Our article explores the challenges and problems associated with managing the
coffee supply chain in developing countries and examines how the physical Internet can solve
them. To do this, we look at the case of the Ethiopian coffee supply chain. By leveraging
hyperconnected logistics, multimodal transport and digital supply chain solutions, we highlight
opportunities to improve economic, environmental and societal sustainability. Our literature
review identifies key barriers such as supply chain fragmentation, lack of real-time visibility
and inefficient transport and storage. We propose that the principles of the physical Internet
should be harnessed to improve traceability, reduce waste and promote fair trade, particularly
in the coffee supply chain, where they have not been used before. This research contributes to
the wider debate on sustainable, resilient and inclusive global supply chains.
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1 Introduction

From a logistics perspective, the coffee supply chain is a major topic as it is not only the second
most consumed beverage in the world, but also the second most traded commaodity after oil
(Murthy & Madhava Naidu, 2012). As a result, there are huge flows of coffee-related products,
data and information around the world. In the global coffee supply chain, Ethiopia, known for
its specialty coffee varieties, is the seventh largest contributor to coffee exports (Capital
Newspaper, 2023).

Coffee is a fruit - a kind of cherry. Like many fruits, it has an outer skin under which is the pulp
or flesh of the fruit, and then a seed inside, wrapped in different types of layers. There are
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various ways of processing coffee to remove the different layers to obtain the coffee bean,
which is then roasted and ground to produce a coffee ready for brewing.

Understanding these processes is key to identifying logistical inefficiencies and process
misalignments in the supply chain. There are two types of processes in the Ethiopian coffee
supply chain. (Tadesse, 2024) has mapped the processes and actors in the supply chain (Figures
1 and 2). The Ethiopian coffee supply chain from farm to export involves many actors with
overlapping roles, uncertainties and disruptions that affect the supply chain, and constantly
changing government regulations. This makes the Ethiopian coffee supply chain very complex
and gives rise to a series of problems and/or difficulties.

==
e al

K ’
g
-, B
Union
al W _ 3 ] g @
(ﬁ\ - Local traders \:://\ € R \\’J >
g ° ° ~ \——
Smallholder 1 T ECX International

Exporters
farmers 1\ P CLU traders
I — 4

Collectors

-
=Y

Commercial J

farmers

Domestic consumption

Figure 1: The Ethiopian coffee supply chain (ECX: Ethiopian Commodity Exchange, CLU: Coffee
Liquoring Unit)(Tadesse, 2024).
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Figure 2: Logistics activities in the coffee supply chain for the export (Tadesse, 2024).

One of the main objectives of this research work is to identify the supply chain issues
concerning Ethiopian coffee and to assess their similarities with the challenges posed by several
global supply chains. Our objective is to assess the possibility of leveraging conceptual
frameworks and innovations used in other supply chains to solve or mitigate the Ethiopian
supply chain problems. In particular, the Physical Internet (PI), first introduced by (Montreuil,
2011), has attracted a great deal of research interest over the last decade, especially in relation
to the challenge of global sustainability. As a result, solutions to various theoretical and applied
supply chain problems are constantly being developed within Pl (Matusiewicz, 2024).
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However, its application to coffee supply chain problems has not yet been studied. This is why
we first wanted to study the extent to which the physical Internet (PI) could be used to solve
the problems of the Ethiopian coffee supply chain.

This article is structured as follows. Section 2 describes the methodology. In section 3, we
summarize the challenges we have identified in the supply chain. A mapping of Physical
Internet capabilities that can be exploited to address the challenges in the coffee supply chain
is then presented in section 4. Section 5 then discusses the importance of applying PF in the
supply chain of a developing country such as Ethiopian coffee and the associated challenges
that need to be addressed. Finally, section 6 concludes with the main findings and research
perspectives.

2 Methodology

To answer the research question about the applicability of Pl to the Ethiopian coffee supply
chain, the following methodology was followed. First, a stakeholder interview is conducted to
get deep insights into the problems of the Ethiopian coffee supply chain. The number and
profiles of interviewees is presented in Table 1.

Table 1: Interviewee profiles

Supply chain actor Number interviewed
Local Exporter 3
International trader 2
Artisan café owners affiliated with specific coffee farms 4
Representatives of associations of coffee traders 3
Representatives of coffee trading unions 1
Total number of Interviews 13

The interview notes were then compiled and summarized into major clusters which are
presented in section 3. This is followed by formulation of a set of keywords associated with the
clusters of problems identified. By combining these keywords with the terms coffee supply
chain and Physical Internet and PI, a set of literature search queries was formed. These queries
were plugged into the research database Web of Sciences to yield a combined set of 173 articles.

Upon close examination and thorough reading, after careful scrutiny and extensive reading, a
set of papers deemed relevant to the research question was selected. A total of 48 articles
were selected for this article, including 10 general reference articles.

3 Key Supply chain Challenges Identified

The interview notes distill to the category of supply chain problems below. Where available,
corroborations from literature are also presented.

a) Infrastructure inefficiencies: facilities such as warehouses, de-pulping and washing
stations as well as testing laboratories are used sub-optimally, as manifested in:
e Overcrowding of some warehouses while others are underloaded,;
o Lack of transport fleets while transport service is available in the capacity pool;
¢ Queues at de-pulping and hulling stations, as well as quality testing laboratories;
e Specialized facilities are not well equipped for their intended use, in terms of
housing the right set of milling, washing, sorting and handling equipment. Human
labor is also used extensively in handling tasks, which reduces efficiency;

Research Contribution 3



Identification of the potential contribution of the physical Internet to the issues and challenges of the
coffee supply chain in Ethiopia

e Planning of the layout within large facilities is not done with operational
optimality in consideration, which also increases inefficiency.

b) Lack of Information sharing among stakeholders: Not all stakeholders have up-to-date
information on available stocks and transport services, which limits choice and can lead
to sub-optimal decisions. Access to technology, difficulty of implementation in terms
of skilled labour, cost of implementation and resistance from stakeholders are all
challenges to obtaining information. This is also corroborated by (Tadesse et al., 2024).

c) Market demand and price volatility: There is high variability in international demand
for coffee. As corroborated by (Worako et al., 2011), the Ethiopian coffee supply chain
is affected by high price volatilities.

d) Climate change risks: A majority of the Ethiopian Coffee is harvested from small-
holder farms. These farms are closely linked to some of the oldest natural forests in
Ethiopia (Davis et al., 2018). The forests are vulnerable to several effects of climate
change and human activities such as deforestation.

e) Logistics cost fluctuations: There are significant volatilities in logistics costs. Causes
contributing to these fluctuations include, but are not limited to: lack of information on
available supply of transportation and inventory services leading to speculative pricing
and/or oligopoly, presence of information brokers between actors of the supply chain,
political and/or security instabilities.

f) Disruptions to operational continuity: The coffee supply chain is vulnerable to
disruption of flows. Interviewees have stated a number of risks in this regard including:

e Security issues;

e Theft of coffee: a significant number of instances for the theft of coffee are
reported by anonymous sources (Bogale, 2023); there is also a market for a local
trading of export-standard coffee as reported by (Metekia, 2022);

e Transport infrastructure problems: the Ethiopian rural road network is vulnerable
to weather effects; e.g., landslides which block key arterials of the road network
are common during rainfall seasons.

g) Regulatory uncertainty: The policies and regulations governing the coffee supply chain
in Ethiopia had not been largely based on evidence; rather, they have been highly
dependent upon the incumbent government’s political priorities throughout the years
(Mas Aparisi, 2024).

h) Data Scarcity: the existing data repositories are incomplete in many forms including
temporal continuity, spatial coverage and type of data collected in terms of giving a full
picture of the supply chain.

i) Packaging and handling problems. Coffee is very sensitive to environmental conditions
in terms of temperature, humidity and chemicals. However, packaging is widely done
using 60Kg pockets which are then stacked and containerized for shipping. The issues
related to this process are:

¢ Standardization and quality: There is neither an accepted standard for the 60Kg
bags nor a list of approved suppliers for the bags. This means exporters are
sourcing these bags from all available suppliers to meet order timelines. Such
practice may lead to procuring packaging that can potentially harm the coffee
quality in terms of its chemical content or in preserving the coffee;

e Ample supply of bags: There isn’t a cultivated local capacity to produce bags that
are sufficient for the export volume of coffee. Furthermore, it has reliability
issues regarding meeting orders on time. Although the exact problems of the
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logistics of 60Kg bags needs to be investigated further, inadequate supply of bags
is a topic that has been present in interviews;

¢ Handling of coffee in warehouses, mills and during transportation is not under
carefully controlled conditions. This can potentially incur reduced pricing and/or
rejection of the coffee from export markets.

After careful examination of the above problems, the authors hypothesize that the physical
internet can offer a viable set of solutions to some of the problems above. Accordingly, the
section below presents a review of literature linking the physical internet concept to problems
similar to the above problems in the coffee supply chain.

4 Mapping Physical Internet Capabilities to Coffee Supply Chain
Challenges

To find evidence supporting the hypothesis, we devise the following set of queries consisting
of keywords derived from the problem in section 3:

e Efficiency & Optimization: TITLE: Physical internet; AND ABSTRACT: "efficien*"
OR "inefficien*" OR "optim*" OR "perform*" OR "utilization” OR "resource*" OR
"facilit*" OR "productivity" OR "inventory"” OR "infrastructure"

e Uncertainty or volatility: TITLE: Physical internet AND ABSTRACT: "uncertain*"
OR "volatil*" OR "instabil*" OR "variab*" "risk" OR "unpredictab*" OR
“requirement*" OR "data need*" OR "lack of data” OR "inaccurate data" OR
"erroneous data" OR "uncertain data” OR "data reliability" OR "unreliable data" OR
“trace*”

e Quality & Packaging: TITLE: Physical internet AND ABSTRACT: "quality" OR
"pack*" OR "sensitive material" OR "perishable"

Table 2: Examples of PI solutions with their degree of maturity that could be used to solve problems
in the coffee supply chain

Problem Pl Solutions
Conceptual Algorithms & Pl prototypes | Operational
framework Simulation models | & IT System

infrastructure

Inefficient (Adamczak et al., | (Chen et al., 2018)

utilization of 2018)

resources

Poor logistics (Tran-Dang & (Dang Hoa & Kim, (Osmolski et

infrastructure Kim, 2018) 2018) al., 2019)

Uncertainty, (El Ouadi et al., (Yang et al., 2017) (Achamrah et

volatility & 2021) al., 2024)

disruptions

Regulatory & (Moshood & (Lemmens et al.,

policy Sorooshian, 2021) | 2019)

environment
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Scarcity and (Sun et al., 2024)

Inaccuracy of

Data

Quality and (Hasan et al., (Chen et al., 2018) (Lin & Cheng,
traceability 2021) 2018)
Ecological impact | (Puskas & (Chen et al., 2018)

& sustainable Bohacs, 2021)

development

Upon inserting these queries were plugged into the research database Web of Sciences we got
atotal of 173 articles. Among these we selected 146 for further reading, based on their relevance
to the research question. These articles were thoroughly reviewed in a second-round review and
mapped according to their relevance to similar problems in the coffee supply chain.

The mapping was further refined to 38 articles as given in Table 2.

Table 2 illustrates some of the capabilities of Pl to address challenges similar to those in the
Ethiopian coffee supply chain that we have identified through our more comprehensive
literature review.

Looking at PI's contribution to each challenge separately, we envisage the following
opportunities:

a)

b)

d)

Inefficient Utilization of Resources: Pl can be leveraged to optimize resources in
transportation, handling and inventory areas through open-access logistics networks and
Al-driven planning. Storage space in trucks can be maximized using the differently
sized modular boxes belonging to different shipping actors. This also reduces empty
returns maximizing potential for dual export and local markets. The real-time response
and coordinating capabilities of Pl can be utilized to coordinate coffee shipments from
farming areas like Kaffa to Addis Ababa, ensuring full truckloads and shared routes
among cooperatives.

Poor Logistics Infrastructure: Unpaved rural roads and sub-optimal Ethiopian
Commodity Exchange (ECX) hubs, hamper coffee transport and storage, especially
during rainy seasons. The Physical Internet can introduce modular, scalable
infrastructure designed for resilience. Sensor-equipped standardized containers and
trucks able to navigate more rugged terrain can be leveraged to reduce dependence on
advanced roads. PI can also offer upgrading frameworks for warehouses, auction centers
and hubs to replace or upgrade ECX facilities. Using the tropical sun, which Ethiopia
has ample of, a significant proportion of energy requirements could be fulfilled without
waiting for full rural electrification.

Uncertainty, Volatility & Disruptions: Challenges like weather disruptions, market
price swings, and operational disruptions can be met by PI through predictive analytics
and real-time adaptability. Data platforms integrate historical and live data (e.g.,
weather, market trends) to forecast disruptions and optimize routes. For instance, if rains
block a rural road, Pl systems can reroute coffee via alternative hubs, minimizing delays.
Applications such as blockchain can enable traceability, ensure contract stability an
reduce potential price volatility that impacts farmers.

Regulatory & Policy Environment: Ethiopia’s regulatory environment lacks evidence-
based policy frameworks for digital logistics, data security, and industrial collaboration,
slowing innovation in the coffee sector. PI requires and promotes policy evolution by
necessitating standardized protocols that align stakeholders. PI’s implementation can
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drive government action to enact laws for container standards, cyber-physical security
of infrastructure, and cross-border trade, fostering public-private partnerships.

Scarcity and Inaccuracy of Data: Limited and inaccurate data on yields, quality, and
logistics in Ethiopia’s coffee supply chain hinders planning and transparency. There is
an immense opportunity to extract vast quantities and different kinds of data on the
coffee supply chain by deploying IoT sensors and shared data platforms to collect real-
time, accurate information across the supply chain. PI’s open-access networks enable
farmers, cooperatives, and exporters to contribute and access data on production
volumes, transport status, and market needs. For instance, sensors on PI containers could
track coffee starting from Yirgacheffe farms to the Djibouti port, feeding a stream of
data to cloud platform that corrects yield estimates.

Quality and Traceability: PI can very well be used to meet coffee’s quality sensitivity
and need of precise handling. Pl enhances quality and traceability through smart
containers equipped with sensors monitoring variables like moisture and temperature,
tailored to Ethiopian coffee’s needs. PI’s blockchain-based platforms can secure end-
to-end traceability, recording each step from farm to export, verifiable by buyers. This
firmly establishes market trust and sustainable revenue.

Ecological Impact & Sustainable Development :Ethiopian coffee is largely produced by
small-holder farms, which are ecologically connected to some of the oldest natural
forests, in a natural manner without fertilizer additions to the soil (Davis et al., 2018).
These facts render the Ethiopian coffee supply chain one of the greenest export
industries in Ethiopia. Pl can build on this further by drawing power from Ethiopia’s
green electricity generated from hydropower (International Trade Administration,
2024). This will strengthen the strategic sustainability of the coffee supply chain.

5 Discussion: Challenges & Feasibility of Pl Implementation in
Ethiopia

The reviewed literature shows the potency of Pl to solve the coffee supply chain’s problems.
However, we see that there are barriers to be overcome in the Ethiopian coffee supply chain
and in supply chains in developing countries at large, before PI can be implemented. These are
detailed below.

1. Technological Barriers

Unreliable Communication Networks: Limited network reliability and availability
hinder real-time data sharing, reducing PI’s responsiveness and traceability capabilities
critical for coffee quality monitoring.

Lack of Localized Solutions: Developing Pl-specific technologies, such as innovative
containers from local materials, affordable wireless sensor networks, and quality-
monitoring systems tailored to coffee’s sensitivity (e.g., moisture, temperature), remains
a scientific and technical challenge.

High Adoption Costs: Implementing PI requires substantial investment in infrastructure
(e.g., loT sensors, cloud platforms), trained specialists, and farmer acclimatization,
posing financial challenges for small-scale producers and cooperatives.

2. Policy and Regulatory Gaps

Lack of Pl Frameworks: Ethiopia lacks policies for Pl standardization, data security,
and cross-departmental coordination, impeding collaboration between universities,
industry, and government for sustainable logistics.

Insufficient Incentives: Limited government funding, trade barrier reforms, and labor
laws to mitigate Industry 4.0 job losses discourage private sector investment in Pl
technologies.
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o Leadership Deficit: Without proactive government leadership in digital platforms,
cybersecurity, and skilled labor development, Pl implementation lacks the regulatory
push needed for stakeholder alignment.

3. Trust and Data Sharing Issues

o Stakeholder Reluctance: Smallholder farmers and other actors hesitate to share data
(e.g., yields, pricing) in a perceived low-trust environment, fearing exploitation or
competitive disadvantage.

« Inadequate Data Practices: The absence of robust data collection and sharing systems
limits supply chain visibility, hindering PI’s ability to optimize processes and predict
disruptions.

e Collaboration Challenges: Demonstrating PI’s global benefits (e.g., higher profits) to
individual companies and developing minimal-data-sharing methods to encourage
participation remain critical hurdles.

4. Infrastructure Limitations

e Underdeveloped Logistics Hubs: Ethiopian Commaodity Exchange (ECX) hubs, serving
multiple roles (grading, storage, auctions), are bottlenecks due to limited facilities,
requiring upgrades for PI’s modular, efficient operations.

e Lack of PI-Compatible Systems: Current infrastructure, like 60-kg sacks and manual
tracking, doesn’t support PI’s standardized containers, truck-trailer coupling, or real-
time logistics planning.

e Energy and Sustainability Gaps: Unreliable energy supply constrains PI’s sensor and
communication arrays, while unstudied energy-coffee process relationships and
unquantified CO- costs complicate justifying sustainable PI investments.

In various time horizons, several types of interventions are required to realize Pl in the coffee
supply chain. In the short term, we see the feasibility of pilot interventions including
modernizing the transportation, handling, and warehousing of coffee; optimal design of
facilities and processes, routing protocols and human resource management tools that minimize
delays.

Setting up a national data platform for research, development and business endeavors can have
a significant effect in the medium term. Another area is the incremental alignment of
governance structure to reflect a shift to PI1. This alignment involves the training of personnel
across different government departments (e.g., customs, transport-related authorities,
agriculture-related authorities, etc.), and supply chain actors.

Several long-term interventions are required to successfully embed the Physical Internet in the
coffee supply chain. These include:

e strong investment into rural electrification and communications infrastructure while
scaling digital literacy programs and wireless sensor networks to achieve seamless
technological integration.

e improving the national data platform and strengthening trust through demonstration of
business models that promote equitable profits for farmers, exporters, and international
buyers, leveraging global partnerships for shared gains.

e establishing a national Pl authority to formulate a robust legal framework that is locally
relevant and globally compatible at the same time. A robust legal framework, led by a
national Pl authority, can enforce global-compatible standards and cybersecurity,
resolving policy gaps.

6 Conclusion and Future Work

Through meticulous interviews and literature review, the key problems in the Ethiopian coffee
supply chain have been identified. These are inefficiency and underdevelopment of
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infrastructure, lack of data and a low-trust environment where data isn’t shared among supply
chain actors, uncertainties of policies which are often not evidence-based and technological
barriers.

The consideration of PI to solve these problems in the context of the coffee supply chain in
developing countries is an originality. In this regard Pl shows significant promise as a solution
framework, as demonstrated in the volume of research work reviewed.

The full implementation of PI, however, is a formidable challenge as of now. In this regard, we
have proposed an incremental approach over a long-time horizon to overcome the challenge.

Once fully realized, Ethiopia can leverage Pl to rip the benefits of a sustainable coffee supply
chain. Hence, future research work is essential in areas of the short, medium and long-term
interventions indicated in the previous section. Some quick wins could be harvested in pilots
for modeling and optimization of facilities, scheduling and transportation protocols. Locally
made sustainable packaging and the supply chain of the packaging material itself is also an
interesting research avenue filled with interesting questions. Urban logistics of locally sold
coffee also has room for research on collaborative logistics involving farmers, retails stores,
coffee shops and artisan cafes.

The authors seek to explore several optimization techniques and simulation models to tackle a
selection of problems in the aforementioned areas in the future.
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Abstract

The Physical Internet (PI) revolutionizes freight logistics through modular standardization,
open networks, and intermodal interoperability. By treating shipments as dynamically routed
n-containers, Pl improves transport capacity utilization and freight distribution efficiency.
However, its reliance on predefined corridors limits its adaptability to real-time disruptions and
demand fluctuations. A reconfigurable urban distribution network (RUDN) addresses these
challenges by offering a decentralized and adaptive logistics framework that continuously
adjusts based on capacity, disruptions, and market dynamics. In an RUDN, nodes do not have
fixed roles but dynamically adapt their functions in response to logistics demand, considering
factors such as volume, location, and delivery time.

Digital twin (DT) technology supports this adaptability by creating real-time virtual
representations of freight movement, enabling predictive analytics and autonomous logistics
optimization. By integrating loT-driven data, DT enhances visibility, supports disruption
management, and facilitates real-time freight flow reconfiguration. Despite its advantages,
challenges remain in global scalability, computational efficiency, decentralized coordination,
and secure data-sharing.

Combining PI, RUDN, and DT, urban freight can support self-optimizing ecosystems with
dynamic logistics routing and enhanced resilience. However, realizing this vision requires
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overcoming technological, regulatory, and operational barriers through empirical research, case
studies, and cross-sector collaboration.

Introduction

Traditional urban freight relies on isolated carrier-owned storage and distribution, lacking
shared infrastructure, consolidation, and transshipment. This results in inefficiencies, higher
vehicle kilometers traveled (VKT), and limited modal integration.

The Physical Internet (PI) represents a transformative approach to freight transportation,
enhancing efficiency, sustainability, and interoperability through standardized modular
logistics, open networks, and seamless intermodal transport (Montreuil, 2011). By
conceptualizing shipments as Pl-containers, dynamically routed through interconnected
logistics hubs akin to data packets in digital networks, Pl seeks to minimize empty transport
capacity and optimize freight flows. However, its reliance on standardized corridors and
predefined routes limits adaptability in volatile environments, making it less responsive to real-
time disruptions and demand fluctuations.

To address these limitations, the reconfigurable urban distribution network (RUDN) introduces
a decentralized and adaptive approach to urban freight, enabling real-time reconfiguration of
transport modes, storage locations, and distribution hubs. Unlike static logistics networks where
nodes have fixed roles, the RUDN dynamically adjusts based on capacity constraints,
disruptions, and market conditions. By allowing transport hubs to flexibly serve as storage,
transshipment, or distribution centers as needed, the RUDN enhances the resilience and
responsiveness of Pl-based logistics. However, this flexibility increases the complexity of
synchronization, coordination, and multi-agent decision-making, requiring advanced
computational tools for real-time optimization.

Digital twin (DT) technology provides a computational framework to integrate Pl and RUDN,
offering real-time virtual representations of logistics networks for predictive analytics, artificial
intelligence (Al)-driven decision-making, and autonomous freight optimization (Liu et al.,
2023). By synthesizing live data from Internet of Things (IoT)-enabled assets, transport hubs,
and urban freight stakeholders, DT technology enables simulation-based scenario analysis,
disruption forecasting, and adaptive logistics flows. In the event of a bottleneck in a P1 corridor,
a DT-driven logistics system can autonomously assess alternative routing strategies, optimize
cost-efficiency trade-offs, and dynamically reconfigure freight flows. Furthermore, DT
enhances freight visibility and coordination, enabling decentralized logistics operations to
function cohesively while maintaining logistics efficiency and adaptability.

Despite its potential, integrating PI, RUDN, and DT presents challenges related to scalability,
standardization, computational complexity, and governance. Widespread adoption of PI
requires harmonized logistics protocols while accommodating regional differences.
Governance models must support interoperability across varying regulatory environments.
Real-time optimization of large logistics networks demands Al-driven decision-making that
balances computational efficiency with adaptive freight management. Additionally, effective
coordination in RUDN requires decentralized decision-making without creating bottlenecks,
relying on advanced methods that ensure flexibility and stability in dynamic settings.

Data governance and cybersecurity risk further complicate implementation, as seamless
information-sharing is essential for Pl and RUDN success. However, balancing collaboration
with data security and competitive interests remains a critical challenge. Ensuring secure,
efficient data exchange across loT-enabled logistics networks is crucial for fostering trust
among stakeholders.

Integrating PI, RUDN, and DT enables self-optimizing, adaptive freight systems with real-time
reconfiguration and predictive decision-making. This fosters multimodal transport



interoperability, dynamic logistics routing, and resilience against disruptions, shaping
intelligent and sustainable logistics networks. However, achieving this vision requires
overcoming technological, regulatory, and operational barriers. Future research should focus
on simulations, case studies, and cross-sector collaboration to bridge the gap between
theoretical models and real-world applications.

Literature review

In well-established freight transportation problems, such as vehicle routing and hub location
models, nodes are typically assigned fixed roles, functioning as warehouses, depots, or
consolidation centers (CCs). The concept of reconfigurable nodes is widely discussed in public
transportation, particularly as a resilience measure during disruptions. Du et al. (2022)
emphasize that dynamic changes in node roles, supported by cyber physical systems, enhance
adaptability and support rapid recovery in multimodal networks. However, a reconfigurable
distribution network can address not only uncertainties in goods movement (Kahalimoghadam
et al., 2024a) but also enhance operational efficiency during disruptive events such as
pandemics (Kahalimoghadam et al., 2021; Thompson et al., 2024).

Among the limited applications of RUDNS, Liu et al. (2025) developed a two-stage strategy to
enhance the resilience of urban transport networks during disasters through dynamic
reconfiguration. In Stage I, intersections are selectively blocked to contain the spread of faults
and minimize immediate disruption. In Stage Il, road directions are reversed using contraflow
techniques to optimize traffic flow and restore network functionality. Additionally, autonomous
electric vehicles are centrally dispatched to fulfill transport demands and support power grid
recovery via vehicle-to-grid operations, contributing to a faster and more coordinated system
restoration. In another study, Hodson et al. (2024) investigated the reconfiguration of urban
transport networks via digital mobility platforms. They identified two modes: modular
platformization, which adds loosely connected services like bike-sharing, and systemic
platformization, which integrates multiple modes through unified digital systems. These
approaches convert traditionally fixed transport nodes into flexible, multi-functional
components shaped by evolving public—private coalitions, aligning with emerging logistics
paradigms such as the PI, which advocate for adaptable and interoperable distribution networks.

PI principles redefine freight transportation through standardized, modular, and interoperable
logistics systems. Drawing inspiration from digital data routing, this approach enables open,
shared, and dynamically reconfigurable hubs and vehicles that enhance routing efficiency,
consolidation, and service adaptability. Nodes can flexibly function as temporary storage
points, cross-docking sites, or last-mile dispatch centers based on real-time demand. Research
by Montreuil et al. (2013) and Pan et al. (2017) highlights improved resilience, resource use,
and environmental performance, though implementing such systems demands sophisticated,
data-intensive orchestration technologies.

Yet, both platformization and Pl frameworks often lack real-time coordination and system-wide
situational awareness, limiting their responsiveness to dynamic urban freight demands. DT
technology addresses this gap by enabling continuous, data-driven modeling and control of
complex logistics systems. In urban freight networks aligned with PI principles, DTs enhance
the dynamic reconfigurability of modular hubs and vehicles by providing real-time visibility
into system states, simulating disruption scenarios, and supporting adaptive decision-making.
For example, Wu et al. (2023) demonstrate the integration of the Internet of Everything and
DTs to improve service platforms for cold chain logistics, enabling better traceability and
decision-making. Similarly, Le and Fan (2024) present a conceptual framework where DTs
enhance logistics visibility and responsiveness.

Despite their individual contributions, the true potential of these concepts emerges when they
are integrated. The modularity of the PI provides the structural foundation, RUDN introduces



operational flexibility, and DT offers the intelligence and real-time coordination layer needed
to harmonize both in dynamic urban settings.

Model formulation

The RUDN model is formulated to optimize the dynamic configuration and operation of an
urban logistics network across multiple time periods. It determines the functional role of each
node as either a transshipment hub (TH) or a CC and computes the quantity of goods transported
between nodes over time. Node roles may change between time periods, subject to technical
feasibility and suitability constraints. Role switching costs discourage unnecessary changes and
promote network stability.

The model simultaneously determines transportation flows along predefined arcs, where the
transport mode, either truck or van, is inferred from the roles of the origin and destination nodes.
Flow conservation is enforced at each node for each time period. All flows are constrained by
mode-specific vehicle capacities and node handling limits. The objective is to minimize total
system costs, including transportation expenses, node role assignment costs, and
reconfiguration penalties. Table 1 represents the notation used in this research.

Table 1. Notations of the RUDN model

Notation Description Value
N Set of all nodes in the urban logistics network
N Set of customer nodes
Nee Set of candidate CCs
Nrr Set of candidate transshipment hubs
Ny, Set of warehouse nodes
R Set of possible node roles: [Transshipment, Consolidation]
M Set of transportation modes: [Truck, Van]
A Set of directed arcs between nodes
T Set of discrete time periods
0; Set of roles that can be feasibly assigned to node i, where i € N U Ny
Cm Unit cost of transportation from node i to node j via mode m Truck: $1.2/km, Van:
$0.8/km?
fir Fixed cost of activating role r at node i at any time period $750,000/year®
Yir Cost of switching role r at node i between two consecutive time periods $25,000/event®
cap**  Maximum physical or operational capacity of node i under role r Varies by node type
cappn, Maximum transportation capacity for mode m Van: 1.5 tones, Truck: 20
tones?
dt Net demand variable at node i at time t
0;r Maximum number of transitions (entries or exits) for role r for node i, 1 per week
wherei € Ne¢ U Npg
Sir Suitability score of node i for role r; used to enforce soft constraints via [0,1]
minimum threshold S
smin Minimum suitability score required for role r 0.5
d;j Distance between nodes i and j
Xirt Binary variable equal to 1 if role r is assigned to node i, where i € No. U Ny, at time t; 0 otherwise. A
node may be assigned multiple roles simultaneously.
Yije A continuous variable that determines the quantity of goods transported from node i to node j at time ¢
Sirt Binary variable equal to 1 if node i, where i € N U Nrp, either enters or exits role r between times t — 1
and t; 0 otherwise. Nodes may hold multiple roles simultaneously; switching is tracked per role.
8ijme A binary variable equal to 1 if arc (i, j) is traversed using mode m at time t; O otherwise. Mode selection is

restricted based on the roles assigned to nodes i and j.

2 (Wu et al., 2020), °: (Aljohani & Thompson, 2018), ; (Cleophas et al., 2019), : (Taniguchi et al., 2001)
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The objective function in equation (1) seeks to minimize the total cost associated with the
operation of the urban logistics network across all time periods. This is achieved by summing
the transportation costs, which are determined by the mode specific unit cost, inter node
distance, mode assignment, and quantity of goods transported, and the role related costs, which
include the fixed cost of activating a specific role at a node and the switching cost incurred
when changing roles over time. Constraint (2) guarantees that each node is assigned at most
one role per time period, thereby preventing simultaneous designation as both a consolidation
and a transshipment hub. Constraint (3) imposes flow balance by equating the net inflow and
outflow of goods at each node to its respective net demand in every time period. Constraint (4)
limits the number of permissible role changes for each node and role combination throughout
the planning horizon, thereby enforcing a cap on reconfiguration frequency. Constraint (5)
ensures that the total outbound flow from any node does not exceed its maximum operational
or physical capacity at any given time. Constraint (6) constrains role assignments to those
explicitly allowed for each node, ensuring that role allocation respects the node’s predefined
functional eligibility. Constraint (7) enforces that only warehouse nodes can have positive
supply if df > 0,theni € Ny,. Constraints (8) and (9) define the activation of role switching
indicators, s; ., by detecting changes of role r at node i between consecutive time periods.
Nodes may hold multiple roles simultaneously; switching is tracked per role. Constraint (10)
restricts the quantity of goods transported on each arc to remain within the capacity limit of the
assigned transportation mode and allows such flow only if the corresponding arc mode
assignment is active.

Data Collection

Melbourne, Australia’s second-most populous city, serves as a major hub for freight logistics.
Its expansive metropolitan area, marked by rapid population growth and urban sprawl, has
significant implications for the spatial configuration of freight facilities and distribution
networks. The locations of major warehouses and CCs were extracted from OpenStreetMap,
which provided the geographical data for all identified warehouse facilities. Based on the
availability of attribute information, 39 warehouses associated with major retailers such as
Amazon and Woolworths were selected for inclusion in this study. The majority of these
warehouses are located in the west of Melbourne while few of them are in the north and east as
illustrated in Figure 1. These warehouses are primarily located in the outer metropolitan zone,
where they are relatively distant from residential areas and land prices are more affordable for
major retailers. However, due to significant population growth in recent decades, some of these



facilities, such as the warehouse in Altona, are now situated within or adjacent to residential
Zones.

Due to the unavailability of precise data regarding the locations of THs and CCs in metropolitan
Melbourne, a hub covering problem (HCP) analysis developed by Kahalimoghadam et al.
(2024b) was employed to determine their spatial configuration. Initially, industrial lands were
extracted from government-provided spatial datasets. A proximity constraint was subsequently
imposed to limit candidate sites to those within a 13-kilometer radius of the Melbourne Central
Business District (CBD). This threshold was selected because existing warehouses are typically
situated approximately 17 kilometers from the CBD, and THSs, which function as intermediate
nodes where freight is sorted or transferred between modes, should ideally be positioned
between the outer warehouses and the dense urban core to enhance the efficiency of last mile
distribution.

From the resulting filtered locations, only parcels ranging in size from 5,000 to 10,000 square
meters were retained. This size range was chosen based on the recommendation by Aljohani
and Thompson (2021), who proposed a benchmark area of approximately 2,000 square meters
for CCs designed for parcel delivery. However, given that this study encompasses a broader
spectrum of freight types, including larger and heavier goods, a more inclusive and expansive
size range was adopted. Following the application of all criteria, forty-three candidate locations
were identified. Figure 1 illustrates the selected transshipment hubs derived from solving a hub
location problem to optimize freight flows between warehouse sites and urban destinations.

Conversely, CCs are expected to be located in closer proximity to high-density residential and
commercial areas, as these facilities dispatch goods to end customers using smaller and more
environmentally sustainable vehicles such as vans. This approach enhances both economic and
environmental performance, as evidenced in Kahalimoghadam et al. (2024c) analysis. To
identify optimal CC locations, a hub covering problem was applied to the refined set of inner
industrial land parcels. This methodology ensures that all urban customer zones fall within the
service coverage of at least one consolidation facility. The analysis identified five suitable
locations, which are also presented in Figure 1.

The candidate locations of industrial land used for applying the HCP algorithm to identify the
most suitable sites for THs and CCs are also presented in Figure 2 (a) and (b), respectively.

Implementation of the RUDN

Modeling a RUDN involves structuring nodes into warehouses, THs, and CCs, as established
in the previous section. Warehouse nodes manage inventory, transshipment nodes facilitate
modal shifts between trucks and vans, and consolidation nodes reallocate goods to enhance the
efficiency of delivery vehicles while also supporting final stage distribution through
micromobility and vans. In this study, to streamline the analysis, Constraints 4 and 10 have
been relaxed. Rather than minimizing the cost defined in the objective function in Equation 1,
a scenario based analysis is conducted, and the establishment cost of transportation hubs is
excluded, as it is assumed that all hubs are part of the network and only their functional roles
may change.

To estimate daily freight demand in Melbourne, container throughput at the Port of Melbourne
serves as a practical and data-informed reference. As the busiest maritime freight hub in
Australia, the port handled approximately 3.2 million twenty-foot equivalent units (TEUS)
during the 2022-2023 financial year, according to the Port of Melbourne Annual Report 2022—
2023 (Port of Melbourne, 2023). This translates to an average daily throughput of
approximately 8,770 containers. Assuming an average weight of 14 tons per loaded container,
this equates to an estimated 122,700 tons of containerized freight per day. These containers
carry a diverse range of goods distributed across Melbourne and its surrounding regions,
supporting key sectors such as retail, manufacturing, and construction. Although not all



containers are destined for urban delivery, a significant portion is transported into the
metropolitan logistics network via road and rail, making this figure a reliable proxy for
estimating daily freight flows in the region.
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Figure 1. The geographical locations of the nodes in the Melbourne case study.
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Figure 2. Candidate industrial lands for (a) THs and (b) CCs using the HCP algorithm.

Given the spatial distribution of warehouses, which are mostly located in the western part of
Melbourne, the majority of freight demand is allocated to transshipment hubs situated in the
west. Specifically, 25 percent of the daily demand is assigned to each of the transshipment hubs
T1,T2,and T3, as shown in Figure 2(a). In comparison, the eastern region shows greater freight
demand than the northern region; accordingly, 15 percent of the demand is allocated to T5 in
the east, and the remaining 10 percent to T4 in the north.

The distribution network in this study is structured into three echelons: from warehouses to
THs, from THSs to CCs, and from CCs to customers. Initially, the total cost was calculated based
on the most suitable locations for THs and CCs. Subsequently, dual roles were assigned to
selected nodes in accordance with the scenarios outlined in Table 2. The evaluation of role



changes is restricted to the THs located in the western region, due to the higher freight demand
in this area and the positioning of THSs in the outer layer of the metropolitan area compared to
CCs. Across all scenarios, the total number of facilities remains constant.

Results

The developed model was executed over a one-month period, during which each scenario
involved a single role change at a selected node. Table 2 presents the total transportation and
reconfiguration costs across four scenarios, evaluating the impact of assigning dual roles,
transshipment and consolidation, to selected nodes within the RUDN. The scenarios are
designed to evaluate the impact of assigning combined transshipment and consolidation roles
to selected nodes within an urban freight network. Beginning with a baseline scenario that
excludes intermediate facilities, each subsequent scenario introduces a controlled change in
node function to assess variations in total cost under different spatial configurations. Although
the model simplifies some real-world conditions, such as fixed demand distribution and isolated
role changes, it effectively captures key operational tradeoffs and offers a structured
representation of decision-making in urban distribution planning. The cost components include
transportation from warehouses to transshipment hubs (Cy,_r), from transshipment to CCs
(Cr-¢ ), and from CCs to retailers (C_), along with the cost associated with switching node
roles (Csyitcn)- The sum of these components constitutes the total system cost (Croear)-

In the baseline scenario (S,), the distribution network is evaluated without the inclusion of any
THs or CCs, representing a one-echelon structure. In this configuration, the only cost
considered is the transportation cost incurred by vans delivering goods directly from
warehouses to retailers and it is calculated as 32,598 thousand dollars. In the subsequent
scenario (S;), the influence of incorporating THs and CCs is assessed under the condition that
no node is assigned a dual role. The total transportation cost in this scenario amounts to 14,362
thousand dollars. In scenario S,, node T; functions as both a transshipment and CC, with 75
percent of demand routed to CCs and the remaining 25 percent consolidated on site. This
configuration results in an increased total cost of 14,592 thousand dollars. The rise is primarily
attributed to a significant escalation in the C_,. component, from 2,508 to 3,266 thousand
dollars, indicating that node T; is likely suboptimal for consolidation activities due to extended
travel distances or inefficiencies in routing between transshipment and consolidation stages.

In contrast, scenarios S5 and S,, where nodes T, and T; respectively adopt dual roles, show
considerable reductions in cost compared to the baseline. The total transportation costs
decreased to 13,757 and 13,807 thousand dollars, respectively. These improvements are driven
by reductions in both C;_. and C._,z components, suggesting that nodes T, and T are more
favorably positioned to perform dual functions, thereby reducing travel distances across
multiple stages of the logistics network.

These results highlight the importance of spatial suitability in the selection of dual role facilities.
Although integrating transshipment and consolidation functions may yield cost savings, its
effectiveness is highly contingent upon the geographic placement of the selected nodes within
the network.

Table 2. Evaluated scenarios for RUDN (costs are in $1,000 units).
Scenario Node with Demand allocation: forwarded Cy .y Croc Ccoor  Cswiteh Crotal
dual roles to CC / consolidated

So NA NA 0 0 0 0 32,598
Si NA NA 3,076 2,508 8,777 0 14,362
S, T, 75% / 25% 3,076 3,266 8,223 25 14,592
S; T, 75% / 25% 3,076 2,435 8220 25 13,757

S4 T; 75% [ 25% 3,076 2,532 8,174 25 13,807




Conclusion

This study introduced and evaluated the Reconfigurable Urban Distribution Network as a novel
framework for enhancing adaptability, efficiency, and resilience in urban freight systems. By
integrating PI principles with DT technologies, the framework enables dynamic reconfiguration
of node functionalities, specifically the capacity of logistics hubs to alternate between
transshipment and consolidation roles in response to real time demand patterns and operational
conditions. This flexibility allows for more responsive freight distribution and improved
infrastructure utilization in complex urban environments.

The scenario-based analysis revealed that reconfiguring node roles within the proposed network
does not uniformly lead to cost reduction. Instead, the effectiveness of role reassignment is
highly dependent on the spatial suitability of the facility and the volume of freight demand it
accommodates. For instance, assigning dual roles to nodes situated in spatially suboptimal
locations or areas with insufficient surrounding demand resulted in increased transportation
costs, as demonstrated in specific test cases. These outcomes highlight the necessity of informed
spatial planning and demand analysis when implementing reconfigurable logistics strategies.
Compared to the baseline scenario (So) with a total transportation cost of 32,598 thousand
dollars, the introduction of THs and CCs in scenarios Si—S. results in substantial cost
reductions. The lowest total cost is observed in scenario Ss, with a 58% decrease relative to the
baseline, followed closely by Ss4 and Si. These improvements highlight the effectiveness of
integrating transshipment and consolidation processes, particularly when dual roles are
strategically assigned to selected nodes. Overall, the proposed framework offers a promising
pathway for developing intelligent, modular, and adaptive urban logistics systems. Its effective
deployment requires access to accurate spatial datasets, coordinated governance structures, and
computational tools capable of supporting real time decision making.

While recent studies, including the work by Kahalimoghadam et al. (2025), have showcased
the potential of advanced technologies such as reinforcement learning-powered intelligent
multi-agent system to enable intelligent, adaptive control in last-mile logistics, their application
in broader, fully reconfigurable urban freight systems remains underexplored. Building on this
foundation, future research will extend the current model into a multi-period location-routing
framework that reflects the temporal dynamics of node role changes. This evolution will
support joint optimization of facility placement, routing strategies, and role transitions, while
incorporating key operational costs. Achieving such complexity will require the seamless
integration of Pl concepts, the flexibility of RUDN structures, and the real-time analytics of
DTs, which together can support the development of truly adaptive, efficient, and resilient
logistics networks.
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Abstract: The increasing complexity and vulnerability of food supply chains demand
integrated, data-driven solutions to ensure resilience and adaptability. In response, the EU-
funded SecureFood project introduces a digital ecosystem composed of interoperable tools
designed to enhance logistics, transparency, and proactive decision-making across all stages
of the food system. This paper presents the SecureFood architecture and the functionalities of
its five key tools: the Observatory Dashboard for real-time monitoring of essential metrics and
access to system components; an Al-powered Early Warning System for risk prediction; the
Digital Twin for scenario simulation and vulnerability assessment; the RESILOG tool for
resilient route planning; and a blockchain-based Information Exchange Platform for secure
data sharing.

These tools are built to operate collaboratively, under a common authentication system, and
support modular, scalable deployment in line with the Physical Internet paradigm. Tool
interactions and functionalities will be demonstrated through four case studies—covering
grain, dairy, aquaculture, and fruit and vegetable supply chains—highlighting their value in
enhancing situational awareness, stakeholder coordination, and operational continuity. The
findings underscore the potential of SecureFood to drive the transition toward hyperconnected,
intelligent, and sustainable food logistics systems.

Keywords: Supply Chain Resilience, Digital Twin technology, Physical Internet, Predictive
Analytics, Block-chain-Based Information Exchange, Resilient Route Planning, Early Warning
System, Data Visualisation.

Physical Internet (Pl) Roadmap Fitness: Select the most relevant area(s) for your paper
according to the Pl roadmaps adopted in Europe and Japan: /7 PI Nodes (Customer Interfaces,
Logistic Hubs, Deployment Centers, Factories), ./ Transportation Equipment, &7 Pl Networks, X7
System of Logistics Networks, /7Vertical Supply Consolidation, Z7Horizontal Supply Chain Alignment,
2J Logistics/Commercial Data Platform, /7 Access and Adoption, /7Governance.

Targeted Delivery Mode-s: &7 Paper, //Poster, [7Flash Video, &7 In-Person presentation

1 Introduction

The global food supply chain is a highly complex and interconnected system that ensures the
movement of food from production to consumption. However, it faces numerous challenges
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that threaten its efficiency, resilience, and sustainability. One of the most critical issues is
logistics inefficiencies, which lead to delays, increased costs, and food waste. The food supply
chain requires well-coordinated transportation and storage systems, yet disruptions caused by
climate change, geopolitical instability, and labour shortages frequently hinder operations
(Rasshyvalov et al., 2024). In addition, the COVID-19 pandemic further exposed vulnerabilities
in food supply chains by causing massive disruptions in logistics, trade restrictions and labour
availability. Lockdowns and border closures disrupted transportation networks, leading to
bottlenecks in food distribution and shortages of essential goods (Li et al., 2023). The pandemic
also highlighted the need for more flexible and adaptive supply chain models that can withstand
sudden shocks and disruptions (lvanov and Dolgui, 2020; Aday S. and Aday M. 2020).
Inadequate route planning and inefficient distribution networks further exacerbate these
problems, causing significant losses, particularly in perishable goods (Fatorachian et al., 2025).

Another major challenge is fragmented information exchange across stakeholders. Food supply
chains involve multiple actors -farmers, producers, processors, distributors, and retailers- each
operating with different systems and data sources. The lack of real-time, standardized data-
sharing mechanisms creates inefficiencies and impede collaboration (Akinbamini et al., 2025).
Blockchain and digital platforms offer promising solutions (Abideen et al., 2021; Li et al.,
2021), yet significant challenges that need to be overcome still exist, with the most prominent
being interoperability issues and concerns about data security (Li et al., 2021). Early warning
systems (EWS) are also critical in mitigating risks associated with food supply chain
disruptions, such as food contamination, extreme weather events, and logistics bottlenecks.
However, data-driven decision-making in food logistics remains underutilized. Many
organizations still rely on reactive rather than proactive strategies, missing opportunities to
optimise supply chain visibility and performance through predictive analytics and artificial
intelligence (Adewale and Ahsan, 2025).

Addressing these challenges requires innovative digital solutions that optimise logistics,
enhance information transparency, and enable proactive, data-driven decision-making. In
response, the EU-funded SecureFood project has developed a comprehensive ecosystem
designed to strengthen the resilience and sustainability of food supply networks. At its core,
this ecosystem integrates cutting-edge digital tools, including the Digital Twin for smart supply
chains, an Early Warning System for risk detection, the Resilient Route Planning tool for
optimising transport logistics, a blockchain-based Information Exchange Platform to ensure
secure and transparent data sharing and the Observatory Dashboard, which serves as the
system’s central access point and provides monitoring and visualization of key resilience
metrics. Together, these technologies streamline operations, mitigate disruptions, and enhance
the overall efficiency of food supply chain management.

2 System Layers

The reference architecture of the SecureFood project is structured across four main layers:
Business, Process, Technology, and Data. Together, these layers create a resilient,
interoperable, and adaptive digital ecosystem that supports food supply chain stability. While
SecureFood includes a range of innovative digital tools, this paper focuses on those most
directly aligned with the Physical Internet vision - namely the Observatory Dashboard (OD),
Early Warning System (EWS), Digital Twin (DT), Information Exchange Platform (IEP), and
the Resilient Route Planning tool (RESILOG).

The Business Layer defines the overarching strategic objectives, priorities, and governance
mechanisms that shape resilient food systems. This layer brings together key stakeholders -
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including producers, processors, logistics operators, and policymakers - to coordinate responses
to food security risks and align with EU goals such as sustainability, decarbonization, and
supply chain transparency. Decision-making at this level is supported by the risk assessment
model embedded within the Digital Twin for Smart Supply Chain, which enables strategic
scenario planning and vulnerability evaluation across different stages of the food supply
network.

The Process Layer encapsulates the workflow and operations necessary to implement
resilience strategies. Key SecureFood tools such as RESILOG, the DT, the EWS, and the OD,
enable predictive and proactive action. RESILOG and the DT allow route optimisation,
scenario-based planning and vulnerability analysis. The EWS provides Al-driven early
detection of risks, and the OD ensures real-time monitoring and visualization of risk indicators.
These tools are especially relevant to the Physical Internet paradigm, promoting
hyperconnected, decentralized logistics decision-making.

The Technology Layer provides the enabling infrastructure for secure, scalable, and
interoperable deployment of digital tools. Cloud-native architectures, containerised
microservices, and secure APIs allow for real-time integration across internal modules and with
external datasets. The IEP, built on blockchain, exemplifies trust-by-design infrastructure by
ensuring traceability and immutability of shared data. Secure authentication systems (e.g.,
Keycloak, DIDs) ensure controlled data access. Together, these technologies underpin Physical
Internet principles such as modularity, decentralization, and transparency.

This foundational Data layer manages the collection, processing, and storage of supply chain
data. It integrates real-time feeds (e.g., weather, transport delays, stock levels), historical
performance data, and open-access datasets from publicly available sources like Copernicus
and FAO. Advanced analytics and machine learning models transform raw data into predictive
insights, supporting tools such as the EWS and DT. The IEP and OD further ensure structured
data exchange and visualization, empowering stakeholders to act on a shared understanding of
risks and conditions. In the context of the Physical Internet, this data backbone is essential for
synchronised, data-driven logistics optimisation across a distributed network.

By integrating these four layers, SecureFood delivers a comprehensive digital architecture to
enhance food supply chain resilience. The tools emphasized in this paper provide practical, Pl-
aligned solutions to today’s pressing logistics challenges - ensuring that food flows remain
efficient, adaptive, and secure in an increasingly complex global environment.

3 Digital Tools

3.1 Observatory Dashboard

The Observatory Dashboard (OD) is a unified digital platform that facilitates the monitoring,
analysis, and visualization of essential metrics pertaining to food system resilience and security.
By aggregating and visualizing data from diverse sources, including weather forecasts, food
commodity prices, demand fluctuations, and production data, the OD enhances situational
awareness and supports evidence-based decision-making. Through its secure API integration
and in cooperation with blockchain-supported information exchange and the EWS, it fosters an
interconnected network, aligning with the Physical Internet's vision of open and efficient
logistics.

The OD incorporates cutting-edge web technologies to provide an intuitive and responsive
interface for users. Developed using React and TypeScript, the system ensures scalability,
maintainability, and high-performance rendering of real-time data. Interactive features such as
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dynamic charts and historical trend analysis allow stakeholders to track disruptions and adjust
their operations proactively. Secure access is managed via Keycloak authentication, ensuring
compliance with industry standards and safeguarding sensitive data. Additionally, React Query
and Zustand optimise state management, while WebSockets or Server-Sent Events (SSE)
enable real-time updates, a crucial feature for logistics coordination in Physical Internet-
enabled networks.

Beyond its technical framework, the OD is designed to facilitate collaboration across food
supply chain actors. By standardizing and sharing key indicators, it promotes transparency in
food markets, improves risk assessment, and enhances supply chain interoperability - a core
principle of the Physical Internet. Its ability to provide clear, analytical tables and dashboards
empowers food supply chain actors such as transport operators and wholesalers to optimise
routing and inventory management based on real-time conditions. As global food systems
become increasingly interconnected and digitalized, the Observatory Dashboard serves as a
critical enabler of resilient, data-driven, and hyperconnected logistics, paving the way for a
more efficient and sustainable food supply chain ecosystem.

3.2 Early Warning System

The Early Warning System (EWS) is an advanced module which suggests and predicts risks
relating to different food supply chain stages, to increase risk awareness, issue prevention and
support decision making for stakeholders. The EWS receives input from both internal sources
(other SecureFood components, e.g. the IEP) and external data sources (e.g. Copernicus,
Eurostat) and uses Al risk identification and prioritization techniques along with real-time data
analytics in conjunction with user evaluation to predict possible risks along with a criticality
level personalized to each user according to their risk profiles. The estimated risks are
transferred as alerting messages to other SecureFood components (e.g. the DT to perform
simulations) and displayed in the EWS Graphical User Interface (GUI) with their details. The
GUI also assists users in monitoring and managing the estimated risks during their entire
lifespan. The EWS architecture comprises of several key components and is depicted in the
figure below:
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o Graphical User Interface (GUI): Enables users (transport operators, producers,
wholesalers, policy makers) to input food supply chain parameters, define their risk
thresholds, and receive automated alerts.

e Al Layer: Uses Al and Multiple Criteria Decision Analysis (MCDA) techniques to
estimate risks based on user-defined profiles.

o REST APIs: Establish endpoints for secure interactions of external systems with the
EWS.

e Risk Identification Module: Identifies risks according to user risk profiles, each risk is
followed with a criticality message depicting the urgency of actions needed to be taken
by the user.

o Data Acquisition Pipelines: Automates the collection, processing, and storage of real-
time data from diverse sources.

o Data Storage: Maintains structured datasets, including user-defined parameters, external
and internal data sources, and risk estimations.

o Identify Access Management Layer (vertical): Ensures secure and role-based access to
system resources and risk profiles. It authenticates users and services, manages
credentials, and enforces permissions across all system layers.

By implementing this modular and interoperable architecture, the EWS enhances the predictive
capabilities of food supply chain actors, allowing them to:
e Predict extreme weather conditions droughts/snowstorms (based on temperature,
windspeed, precipitation).
o Predict extreme sea water conditions (temperature, chlorophyll-phytoplankton, oxygen)
o Identify processing risks (increased energy costs, prices).
o Generate warnings for transportation disruptions (e.g. accidents).

The EWS is deployed using a Windows/Ubuntu Virtual Machine (VM) infrastructure with
Docker containers, ensuring scalability, security, and seamless integration within existing
digital ecosystems. It utilizes:

e Frontend (GUI): Angular-lonic for a responsive user experience.

o Risk Estimation APIs: Java Spring Boot, ensuring efficient risk computation.

o Data Storage: PostgreSQL, offering high-performance risk data management.

In alignment with Physical Internet principles, the EWS functions as a decentralized,
interconnected risk prediction platform and alerting system. It enables food supply chain actors
to share real-time alerts and optimise logistics and resource allocation dynamically. By
embedding data-driven intelligence into supply chain processes, it contributes to
hyperconnected, autonomous decision-making, strengthening food security and resilience in an
increasingly volatile global landscape.

3.3 Digital twin-driven smart supply chain

The Digital Twin-driven Smart Supply Chain (DT) is a virtual replica regarding production
quantities and disruptions in food supply chain, designed to enhance situational awareness,
improve decision-making, and ensure food supply chain resilience. By integrating historical
and real-time data with predictive analytics, simulation and risk assessment models, the tool
enables stakeholders to anticipate disruptions, explore what-if scenarios, and optimise supply
chain performance dynamically. It serves as a strategic solution to improve operational
visibility, test potential impact of disruptions and response strategies, and assess vulnerabilities
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across different stages of the food supply chain - while aligning with SecureFood’s overarching
objectives for food security and sustainability.

This web-based tool is designed to act as both a monitoring tool and a predictive engine for
identifying turnaround scenarios in the face of potential disruptions. It incorporates supervised
machine learning algorithms - such as Random Forest and Decision Trees - to forecast
disruption probabilities across the supply chain, as well as advanced mathematical models to
assess risk exposure and vulnerabilities. These models process a combination of historical and
real-time data to simulate system behaviour under stress, helping stakeholders anticipate
disruptions and formulate optimal intervention strategies. By modeling both internal
operational factors and external influences, the tool delivers a comprehensive view of supply
chain stability. Through techniques like Mixed-Integer Linear Programming, the system
supports data-driven decision-making aimed at strengthening the core pillars of food security:
availability, access, utilization, and stability. Embedded within a broader suite of SecureFood
components - including the Early Warning System, the Information Exchange Platform, and
RESILOG - the Digital Twin facilitates dynamic data sharing and coordinated risk
management.

From a technological perspective, the system architecture includes containerized back-end and
front-end layers, utilizing scalable, cloud-based infrastructure. A modular design supports
simulation engines, rendering modules, and a data orchestration service, enabling input
collection, execution of Al and mathematical models, and visualization through a user-friendly
interface. Alerts and reports are generated in standardized formats, facilitating quick
dissemination of actionable insights.

The Digital Twin aligns with the principles of the Physical Internet by enabling modular,
interoperable, and real-time orchestration of food logistics networks. It promotes standardized
data exchange, decentralized decision support, and dynamic reconfiguration of assets and flows
in response to changing conditions - key enablers of hyper-connected, efficient, and resilient
supply chain ecosystems.

3.4 Information Exchange Platform

The Information Exchange Platform (IEP) is a digital tool designed to enhance communication,
transparency, and trust among stakeholders across the food supply chain - from producers and
retailers to logistics actors and public authorities at national and European levels. Its core
purpose is to enable secure, structured, and timely information sharing through a decentralised
architecture, ensuring all participants can access and act on reliable data. By leveraging
blockchain technology, the platform guarantees data integrity, traceability, and trust across the
ecosystem - key enablers of transparency and accountability.

IEP is composed of three key modules:

e General Information Exchange Module: Facilitates collaborative knowledge sharing
by enabling end-users (food actors, transport operators, retailers and authorities) to
exchange general updates, circulate best practices, and engage in structured
communication. This promotes openness and cooperation throughout the food supply
chain system.

e Stock Reporting Module: Provides food actors with a secure mechanism to notify
authorities of available commodity stocks using standardized forms. This ensures an
accurate, real-time view of food availability, which is essential for informed policy-
making and rapid response during crises.
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e Incident Reporting Module: Enables the structured and timely reporting of incidents,
alerting both authorities and other interdependent actors within the supply chain. This
supports early detection, response coordination, and mitigation of cascading effects.

Each module collects input directly from users through predefined forms that ensure
consistency, completeness, and harmonization of data. The submitted information is visible to
other authorized users and can also be shared with other SecureFood tools through a dedicated
API - fostering interoperability and integration across the broader digital ecosystem.

The architecture of the IEP is designed around a decentralized application (D-App) model,
structured into six functional layers. Three of these form the blockchain core, while the
remaining layers ensure seamless interaction with users and other systems.

The diagram below shows the Information Exchange Platform’s architecture which consists of:

Web3js median interaction with
blockchain

Credentials

S$SO
(Observatory)

Distributed Processing
“Methods of data execution”
(smartcontract)

Distributed Ledger

Distributed Credentials
(DID) R q
User catalogue correlation Including external
Smartwallet App

“Blockchain Data storage”

Figure 2: IEP architecture

o Distributed Network & Credentials: Defines user identities using a combination of
centralized credentials and Distributed Identifiers (DIDs), ensuring secure access and
user authentication. It includes public and private keys in order for users to submit a
transaction in the blockchain. An external smart wallet application (e.g., Metamask)
manages user keys and enables secure blockchain transactions.

o Distributed Ledger: Serves as the immutable data repository and transaction engine,
operating on Ethereum blockchain technology with a Proof-of-Authority (PoA)
consensus mechanism to validate and secure entries.

o Distributed Processing: Defines the methods of data execution to be performed within
the general blockchain distributed network. These methods are imprinted in a smart
contract and define all actions performed by the Application Binary Interface (ABI),
while corresponding with the ledger to successfully submit the transaction. For IEP, the
smart contract will imprint all methods of data execution needed for the three modules
to be properly performed by the users.

To provide a user-friendly experience, the blockchain back-end is connected to:

e Web3 Library Layer: Bridges smart contracts with the application layer, abstracting
complexity and enabling secure interactions.

e Backend API: Enables communication between the blockchain and front-end
applications, while also providing endpoints for other SecureFood tools—such as the
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Early Warning System or the Observatory Dashboard - to retrieve alerts or stock
updates.

e Graphical User Interface (GUI): Offers a clean, intuitive interface for end-users to
submit information, report incidents or commodities stocks, and interact with other
actors in the platform. Access can be initiated through the SecureFood Observatory
Dashboard, provided identity mapping with DIDs is in place.

The Information Exchange Platform acts as a digital enabler of trust and collaboration,
providing the infrastructure needed for synchronized, adaptive, and efficient food supply chain
operations—precisely the type of integration envisioned by the Physical Internet paradigm.

3.5 Resilient Route Planning tool

The RESILOG is a cloud-based, data-driven platform designed to foster digital and horizontal
collaboration between shippers, carriers, and other multimodal logistics stakeholders. Its core
function is the identification of the best available transport options, considering both single-
mode and multimodal alternatives. Acting as a collaborative digital marketplace, RESILOG
facilitates synchromodal transport planning, by intelligently matching transport demand and
supply. It also uncovers opportunities for cargo consolidation and bundling opportunities across
different shippers and logistics service providers, enhancing efficiency and flexibility across
the supply chain.

RESILOG offers key functionalities such as:

e Mapping commercially viable transport routes between two points, incorporating
mode combinations and logistics constraints

o Forecasting route performance based on historical and disruption-related data
e Increasing load factors for transport vehicles and standardized modular units
e Reducing empty returns and overall transport costs

While RESILOG can function independently, it also includes an API integration layer for
seamless data exchange with other tools in the SecureFood ecosystem - such as the Digital
Twin, the Information Exchange Platform and Early Warning System - enabling coordinated
responses and improved situational awareness. Its flexible design allows it to operate in both
federated and standalone modes:

e As part of a federation, using the authentication and authorisation controls defined by
the federation, encouraging data sharing and interoperability.

e As a standalone platform, using its own user authentication and authorisation controls
to meet varying user needs.

More specifically, to effectively support decision-making in both long-term transport planning
and ad-hoc rerouting after disruptions, RESILOG offers a user-centric interface that enables
logistics stakeholders to input key parameters and execute scenario-based route planning.
Complementing this, an Application Programming Interface (API) facilitates seamless bulk
data exchange with users’ back-office systems, allowing the import of operational data and the
provision of up-to-date transport schedules and available capacities. The API also supports real-
time updates, ensuring the tool reflects the most current network conditions. At its core,
RESILOG leverages advanced graph-based technology to dynamically explore all feasible
multimodal transport routes between two locations, breaking them down by leg and providing
key indicators such as turnaround time, estimated CO. emissions, and cost. Enhancing this
capability, a predictive algorithm utilizes historical data and disruption-related parameters to
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assess and forecast route availability, delivering proactive insights that strengthen transport
resilience and continuity in the face of evolving supply chain risks.

RESILOG embodies the principles of the Physical Internet (P1) by enabling open, modular, and
intelligent logistics planning. 1t encourages collaboration across traditionally siloed
stakeholders, standardises data sharing, and supports interconnected routing strategies that
mirror PI’s vision of seamlessly moving goods through a shared, responsive network. By
facilitating the real-time reconfiguration of logistics flows based on disruptions, RESILOG
contributes to a more adaptive, transparent, and sustainable food transport system, aligning
logistics infrastructure with Physical Internet values.

4 SecureFood System: Tools’ Interactions and Case Study
Applications

4.1 Tool Interactions

The SecureFood system is built upon the safe and seamless integration of multiple digital tools,
working together to support food system resilience and security. Central to this architecture is
a common authentication mechanism, which ensures secure and role-based access across all
SecureFood tools.

At the core of the user experience is the Observatory Dashboard (OD), which serves as the main
entry point to the SecureFood system. Through the OD, users can visualize key metrics related
to food system resilience and disruptions. It also provides direct links to access the graphical
user interfaces (GUIs) of the other SecureFood tools, enabling smooth navigation and
operational efficiency.

The Information Exchange Platform (IEP) functions as a coordination hub for incident
reporting and communication. It sends confirmed incidents to the EWS to be used as input for
the EWS’s multi-criteria analysis and end-user notification system. Simultaneously, the IEP
also communicates with the Digital Twin (DT) by transmitting identified disruptions, enriching
the DT’s data sources. Additionally, it provides the EWS with production level information,
triggering incident alerts when thresholds defined by user profiles are exceeded.

RESILOG, the resilient route logistics optimisation tool, can be accessed either independently
or through the Observatory Dashboard, giving flexibility to transport stakeholders in identifying
optimal routes and managing disruptions in delivery.

Through this interconnected framework, SecureFood enables data-driven, anticipatory
decision-making, ensuring that stakeholders can act swiftly and effectively to maintain food
system stability.

4.2 Case Studies

The SecureFood system and its integrated digital tools will be demonstrated and validated
through four distinct case studies, each reflecting different food supply chains, regional
contexts, and resilience challenges across Europe. These scenarios are selected to ensure a
comprehensive evaluation of the system’s capabilities in diverse settings, highlighting how
SecureFood supports risk-informed decisions, operational coordination, and supply chain
resilience.

e Grain Case Study — Ukraine
Fruits and Vegetables — Portugal
Fish and Aquaculture — Greece and Belgium
Milk and Dairy Products — Greece and Finland
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5 Conclusion

The SecureFood project presents a comprehensive and modular digital ecosystem designed to
address the pressing challenges facing modern food supply chains - ranging from climate-
related disruptions to fragmented information exchange and logistics inefficiencies. By
integrating advanced technologies such as Digital Twins, blockchain, predictive analytics, and
Al-driven early warning systems, SecureFood enables stakeholders to move from reactive to
proactive risk management. The interaction between tools like the Observatory Dashboard,
Early Warning System, Digital Twin, Information Exchange Platform, and RESILOG
exemplifies the synergy required for real-time coordination, transparency, and resilience across
all stages of the supply chain. Fundamentally, the system’s architecture and operational design
directly support the core principles of the Physical Internet, including modularity,
interoperability, real-time data exchange, and decentralisation. SecureFood aims to demonstrate
the value of an integrated, scalable digital infrastructure that empowers stakeholders to
anticipate disruptions, optimise logistics, and ensure continuous food availability even under
volatile conditions. SecureFood solutions are going to be evaluated through four diverse case
studies across Europe, nonetheless, realizing the full potential of the SecureFood system
requires further progress in several areas. These include fostering stakeholder collaboration and
trust for data sharing, improving interoperability with existing systems, and establishing unified
data provision mechanisms. Additionally, aligning digital tools’ deployment with clear
incentives for end-users remains critical to encouraging adoption across a diverse and often
fragmented supply chain landscape.
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1.Introduction
1.1 Research objective and scope

This paper introduces a novel Column-First Data Model designed to accurately represent
“transshipment with consolidation,” essential for realizing the Physical Internet. This research
aligns with the Solution Design phase, the third of four phases in the Physical Internet research.

Solution design studies are conducted to build systems. Various system-building techniques
exist. First, it is important to clarify the differences between the topics addressed in this paper
and existing system-building techniques. Table 1 classifies and compares system building
techniques along two axes. One axis is whether or not to allow data updates and deletions, and
the other axis is row-oriented or column-first. Using these classification axes, system
construction techniques can be classified into four categories.

First, positioned at the upper left is the traditional system construction technique, which uses a
row-oriented data model. Row-oriented data has many columns, and data updates and deletions
are allowed. The same data is redundantly stored in multiple purpose-specific tables.
Normalization, if any, is performed up to the third normal form. Traditional centralized systems
are characterized by low scalability and low real-time performance due to batch processing (i.e.,
Extract-Transform-Load) among multiple databases.
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Table 1: Comparative Table of System Construction Techniques

Scalability (Commutative Property)

Mutable Database Immutable Database
(UPDATE/DELETE Allowed) (INSERT ONLY)

Row-Oriented Data Model ( < 3NF)
applied for different workload

SQL Database centric or
Application centric

Row- oriented Block Chain (a falsification at one

Data Integrity (Batch) (OLTP + OLAP with ETL) place can be identifiable by others)
(Single Source - ”
of Truth) Column-first | In-Memory Columnar Database L LB Dbl L

applied for both scalability and data

(HTAP) (ex. SAP S/4 HANA) integrity with type safety

In contrast, positioned in the lower right-hand corner is the technique proposed in this paper
that uses a column-first data model. Data is stored across multiple tables with a small number
of columns. Data updates and deletions are not allowed, and only raw data is kept in columnar
tables without redundant purpose-specific tables at all. It has the advantage of high scalability
and real-time performance. This is an appropriate technique for building a digital twin of
logistics because the number of stakeholders involved is likely to increase as the logistics
network expands, and it is necessary to immediately analyze problems from integrated data and
propose alternatives of transportation means to irregular phenomena that occur in logistics.

For reference, the remaining two cells are explained below. The first, positioned in the upper
right corner, is the blockchain. The most important feature of the blockchain is that if data is
tampered with in any one place, it can be detected by others. Data is not allowed to be updated
or deleted, but the same data is held in multiple locations. Data is stored in a row-oriented
manner. The next technique, positioned at the bottom left, is the use of in-memory columnar
databases. Its typical example is SAP S4/HANA. This in-memory columnar database is a
relational database management system that provides an SQL interface to the applications and
has the ability to map between row-oriented tables in memory and columnar storage in the
database. Data updates and deletions are allowed, but the same data is kept in only one place in
a column-first manner in handling both transactional and analytical processing workloads.

The proposed technique in this paper, using a column-first data model, differs from both
blockchain and in-memory columnar databases. As shown in Table 1, the key difference is that
how data is held in a company database. More concisely, data can be stored in either row or
column format.

1.2 Motivation

Logistics operations within the Physical Internet are inherently complex, as illustrated by the
involvement of multiple carriers instead of a single entity. Furthermore, transshipment can
occur even within a single carrier's transportation process, and multi-stage consolidation is
frequently implemented to enhance truck fill rates. Despite this complexity, existing digital
twins often fall short in adequately representing these nuanced operations.

Among various logistics processes, mixed load and transshipment operations present particular
challenges. Designing and implementing such operations is not the final step; continuous
improvement is required after the system becomes operational. This improvement depends on
a clear understanding of actual phenomena such as the utilization rate of transportation capacity
for each transport section and the dwell time of cargo at transshipment location.

Closely related to the digital twin is the project to build a logistics data sharing and exchange
platform. There have been many projects related to the construction of data exchange and
sharing platforms in Europe. However, challenges have been pointed out in the handling of data
models [1]. These projects are often based on a use case approach, as commonly observed.
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However, data models covering end-to-end logistics processes were not adopted, and situations
where functional or use case silos formed between different projects were observed.

In international air cargo, which may form part of the Physical Internet, a data model framework
called ONE Record has been under development by the International Air Transport Association
since 2017 [2]. The goal is to improve air cargo efficiency. ONE Record is set for partial
implementation in 2026, with plans to gradually expand its functions thereafter.

As seen above, there is a growing movement to reconsider data models in the field of logistics.
This paper aims to contribute to the development of digital twins for complex logistics
operations handled within the Physical Internet.

1.3 A new approach to modeling data for digital twin realization

Implementing the Physical Internet necessitates the use of digital twins. Generally, a digital
twin serves two primary functions: first, to understand past events; and second, to analyze
opportunities for improvement based on this historical data, potentially leading to feedback
mechanisms such as the revision of operational rules.

Japan is facing the “2024 logistics problem.” The shortage of truck drivers is worsening,
reducing transportation capacity and making truck efficiency a challenge. One solution is
"transshipment with consolidation,” but there may be no digital twin to express this concept.

The lack of a digital twin stems from the difficulty of recording “transshipment with
consolidation” and storing it in a database for flexible analysis. Handling variable numbers,
such as nested logistics containers and the number of transshipment locations from origin to
destination, is challenging since event frequency cannot be fixed.

The concept of variable numbers is defined as follows. Many readers may be familiar with bills
of materials (BOM) used in the manufacturing industry. The BOM deals with variable numbers.
The maximum number of nests varies from product to product, and the number of nests of
components varies even within the same product.
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Figure 1: Bill of Materials in algebraic diagram with abstract concept accompanied by real numbers

Here, by setting up a table named “MATERIAL” to identify (i.e., abstract) products and parts,
variable numbers can be managed by combining the relationship between upper and lower
MATERIALS (see Figure 1). That is called a recursive structure.

These innovations are common in the software implementation phase. Cooperation between
domain experts and system engineers is essential for building a digital twin. When experts from
different backgrounds share abstract concepts, it is necessary to give appropriate names to
abstract concepts and to use visual diagrams in leading the design of implementations directly.
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2. Communicating across professional backgrounds
2.1 Potential problems

Generally, when building a software system, the division of roles is such that the business
process designer defines the requirements and the system engineer writes the programming
based on those requirements. In such cases, it is rare for the business process designers to
consider “how to hold data in the database” when they study the requirements. Such
responsibilities are often considered solely within the domain of system engineers, which leads
to significant challenges during implementation.

2.2 Use a common language for digital twin implementation

The increasing complexity of business operations, coupled with the fragmentation of specialties,
makes it increasingly challenging to ensure system integrity and comprehend the holistic view
of data utilization. For successful digital twin implementation, seamless communication
through a common language among logistics experts and system engineers (including
programmers and architects) is paramount. A lack of shared understanding can lead to
significant rework and delays in system implementation, thereby diminishing development
efficiency and jeopardizing the long-term sustainability of system evolution.

An effective common language for digital twin implementation is the use of visualized
diagrams that allow stakeholders to reference and verify information collaboratively. The
diagram is a data model that expresses the relationship between items. Normalization is the
method used to eliminate data duplication and improve data integrity.

In this paper, the data model based on normalization is referred to as the column-first data
model. By adopting the column-first data model, business process designers and system
engineers can discuss the essence of business in a common language without being conscious
of technical issues such as null and complex table structures. This prevents the design of
business processes that cannot be implemented and enables more realistic and efficient system
development based on clearly visualized foundation of requirements with right terms.

3. Structural principles of the column-first data model

Note to the reader: This chapter discusses technical aspects of database design. If your primary
interest lies in practical applications or case studies, feel free to proceed directly to Chapter 4
without losing the logical flow of the paper.

Database system development involves programming logic on defined tables. This process
typically uses a standard language called SQL. There are two issues here.

First, while SQL is an easy way to manipulate data, it has the danger of not being compile-
checked. For example, if an instruction is given to join two tables that are logically impossible,
the response will follow the instruction.

Second, table design standards on the database side and coding conventions for applications are
independent, making it difficult to define the standaized way of adapting requirement changes.
Careful development and testing are essential when modifying a system for every change,
leading to a system that is hard to understand due to accumulated ad-hoc maintenance.

If future changes are assumed to be unpredictable, it becomes necessary to return to the
principle of “Divide and Conquer”, which is to decompose both data and logic into elements
that cannot be further divided. A new approach, the column-first data model, is introduced
based on the design concept of “normalization as much as possible.” This approach will be
described in the following sections to clarify how it differs from traditional models.
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3.1 Column-based normalization of matrix structures using Binary Relation

Normalization reduces duplication and improves integrity. This concept can be illustrated with
an address book. Imagine a person's name stored in multiple spreadsheet files. If the name
changes, all related files must be updated to maintain data integrity. Consider that a person has
both a name and an address. Changes to the name and address are independent, and the number
of changes varies for each item. Managing history without duplication, null, or waste reveals
the limitations of a row-oriented representation. Therefore, focus on “columns,” the
components of rows. The sheet should be divided by attribute, adding only changed items. This
separation necessitates establishing links between them. In this example, the key item
identifying a person and the attribute items (name and address) need to be related (called
“Binary Relation”). Once the values of the name and address are determined, it uniquely
identifies whose attributes they are, a property known as “Functional Dependency.” [3]

3.2 Manage column update history for logical updates and deletions: 6th
Normalization (6NF)

CRUD refers to the four basic data manipulation functions: Create, Read, Update, and Delete.
The column-first model intentionally avoids updates and deletions, managing changes through
timestamped inserts and logical cancellations. Updates and deletions are handled logically by
breaking down the dataset by individual items, managing dependencies on key items, retrieving
the latest timestamped values, and combining item values. This approach allows full traceability
of historical states without compromising data integrity. Dividing a table for each item and
maintaining a history of changes aligns with the sixth normalization, which highlights the need
for a temporal feature to manage the validity period of each item, such as tax rates [4].

Unpacking the definition of the sixth normalization reveals that it states: NO NONTRIVIAL
JOIN DEPENDENCIES AT ALL. This indicates that the data model is fully normalized,
ensuring complete unambiguity at the time of join operations.

In addition, the column-first data model has a flexible structure. If a row-oriented data model
is used, adding columns later requires altering an existing table. However, if a column-first data
model is used, no table modification is required at all; a new table is simply added.

3.3 Manage transactions by canonical table design: 7th Normalization (7NF)

When normalization is pursued, the total number of tables increases, leading to two problems.
First, querying the database (usually with SQL) becomes more complex as the number of join
conditions rises. Second, transaction management becomes more complicated due to the
increased number of tables and the presence of foreign key columns across many tables.

One of the responsibilities of the database is to maintain transactional consistency. To this end,
there is a function called rollback, which restores the database state to the point at which the
process started if a database state change procedure fails in the middle of a transaction. When
normalization is pursued, the processing load related to rollback increases.

To address this issue, a method was developed to eliminate the need for rollback. Transaction
management should move from the database to the application, with a focus on canonicalizing
the table design on the application side. One author named this the seventh normalization,
which includes the sixth normalized set of tables and additional tables for transaction
management. For more details, please refer to the references [5].

The following simple example demonstrates this concept. The key idea of the seventh
normalization is to reverse the usual order of INSERT operations in transaction management.
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In traditional models, parent records are inserted first, followed by child records. In 7NF, this
order is reversed to enhance concurrency in completing children’s transactions individually.

If “parent first, children last” is the normal case, the reverse is “children first, parent last.”
Children records are considered logically invalid without a corresponding parent, with the
parent table serving as the commit point. The order in which the child tables are written to the
database is not questioned, and the INSERT process is performed concurrently, facilitating
database distribution. Thus, rollback functionality is logically implemented in application level.

3.4 Type safe system based on Binary Relation as a unified language

In a typical architecture, transaction processing (OLTP) and analytics processing (OLAP) are
built separately to protect the core system that underpins the business. The database is divided
to manage the processing load of the analysis system. The tables are row-oriented and
moderately denormalized (<3NF, indicating a state below the third normal form) for easier SQL
operations. Reducing the number of table joins shortens the SQL embedded in the application.
Additionally, preparing denormalized tables for various purposes in advance reduces the join
processing load and improves response performance.

OLTP + OLAP Systems HTAP with Unified Language
Applications with SQL | | Type Safe Low Code Application | |

(Structured | ‘

: Row Types (Column Composition) | |
Programming)

| ‘ Column-First Relational Model Types | |

SQL

(CRUD with join operation) Generic Data Manipulation Library
+ (binary operations based on Relational algebra
with Massive Parallel Processing)

No UPDATE, No DELETE,
No JOIN, No lock, Never rollback

Transaction Data
Control Manipulation

. Row-Based Data Model : L Column-First Data Model |
| (Mutable Database with NULL) :\ (Immutable Database without NULL) :

___________________________

De-Normalized

Relational Data Base Management System RDBMS[s] (Distributable)

TINF (binary relations
with canonical table)

Figure 2: Architectural differences created by the degree of database normalization

On the other hand, data integrity and real-time performance are compromised when databases
are separated. Hybrid Transactional Analytical Processing (HTAP) attempts to solve this
problem. Figure 2 compares the typical architecture with the HTAP-enabled architecture.

The role of the database is rethought to increase scalability and flexibility to accommodate the
digital twin in the application design. In the column-first data model, data design and logic
design are expressed in a common language (Unified Language). This common language is
called “Binary Relation” and is visualized in Entity-Relation diagram in reflecting the right
terms of the physical world into the source code of the cyber world as static types.

The following sections will focus on the four characteristics and explain the mechanism of
HTAP with Binary Relation at its core.
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3.4.1 Definition of Binary Relation

A Binary Relation is a relationship between two elements. For example, from the point of view
of a table, it means that it has at most only two foreign keys. This allows the table to be finely
divided and the dependencies to be clearly defined. Giving each an appropriate name, shared
with domain experts, provides a foundation for data management.

3.4.2 Join operations implemented into a generic library

By decomposing the data model down to Binary Relation, the data join process is simplified.
Specifically, by repeating the operation of joining two tables, complex programming logic in
the application can be simplified as a collection of binary operations. This allows efficient
development by consolidating the data manipulation implementation logic into a generic library.
3.4.3 Application of type theory

This column-first data model is based on Set Theory, which eliminates null (no value present).
Furthermore, by applying Type Theory, logical inconsistencies can be automatically detected
during compile-time, enabling early error prevention, when applications are developed and the
data model changed. This allows the system to evolve flexibly while maintaining data integrity.

3.4.4 Handling of null

Data integrity is improved because column-first tables neither have null nor contain duplicated
records. However, it is important to clearly distinguish between mandatory and optional
attributes in defining row types, as these must be handled differently. By eliminating null from
the data model and clearly distinguishing between mandatory and optional attributes at the type
level, the system achieves safer and more efficient data management and processing.

4. Case study of a column-first data model in the logistics domain
The following sections explain the column-first data model, with a simple logistics case.

4.1 Case description of “transshipment with consolidation”

Figure 3 illustrates a case in which a total of five consignment orders are generated from two
purchase orders. The following is a description of the case.

Remarks

O Node(including origin, destination,
and transfer point)

=

; \
I
L

— Truck movement based on
consignment order(involving
loading at the point of departure and
unloading at the point of arrival)

T

L
\ 1
N~

Consolidation

... Transshipment at the transfer point
between different trucks

------------------------------------ Buyer2
Purchase order of M -ILI

Figure 3: A case describing five consignment orders generated from two purchase orders
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4.2 Normalized representation of “transshipment with consolidation

Figure 4 is derived by representing logistics operations depicted in Figure 3 with the column-
first data model with some degree of normalization. The following text explains the data
model shown in Figure 4.

- Upon receiving a purchase order from the buyer, the seller issues a GSIN and ships the goods.
The seller then commisions an LSP to handle the consignment, and the LSP issues a
CONSIGNMENT ORDER. Since transportation for the purchase order is divided into three
segments, the CONSIGNMENT ORDER generates three CONSIGNMENT ORDER
ELEMENTS, each assigned a GINC. Each element involves one loading and one unloading
operation. Loading occurs at the departure node, while unloading occurs at the arrival node.

- There are two types of nodes: Warehouse and Transfer Point. A node is classified as a
Warehouse if it corresponds to the seller’s or buyer’s warehouse.

- DEPARTURE, shown by the red box in Figure 4, is an abstract concept: the departure node,
or starting point of the truck, is either the origin warehouse or the transfer point. Similarly,
ARRIVAL, shown by the blue box in Figure 4, is also an abstract concept.
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Figure 4: Example of column-first data model (first step)

The DEPARTURE table has two columns besides the DEPARTURE ID. Therefore, it is row-
oriented. Only one of the two is selected. The selected column (e.g., origin warehouse) is
populated, while the other (e.g., transfer point) remains null. Normalization has been advanced
to a certain extent.

4.3 Advancing normalization to its full extent

Figure 5 shows a further decomposition of the DEPARTURE and ARRIVAL tables, including
the NODE and WAREHOUSE tables, as well as the DEPARTURE ORIGIN and
DEPARTURE TRANSFER POINT tables. DEPARTURE is decomposed into DEPARTURE
ORIGIN and DEPARTURE TRANSFER POINT, and the two are related by DEPARTURE ID
with “EITHER OR” assignment rule in decomposing a logical row. Here null does not occur.

Using the column-first data model, it will be possible to determine facts such as the actual
occurrence of transport capacity surplus in each transport section and the dwell time of cargo
at transship locations, which will allow for continuous improvements. Readers will understand
that this approach is essential for the implementation of the Physical Internet.
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Figure 5: Example of column-first data model (second step)

5. Examples of column-first data models in non-logistics domains

The effectiveness of the column-first data model is not limited to the logistics domain.
Examples from domains other than logistics are presented to demonstrate its versatility.

5.1. A Japanese die manufacturer (Tada Seiki)
5.1.1 Observed problems

In Make-to-Order manufacturing, production planning has a significant impact on productivity.
When handling multiple orders simultaneously, schedule adjustments are necessary, but as the
number of orders increases, the required response can exceed human capabilities. Although
production plans are frequently revised, there was a problem in that the reasons for these
changes could not be traced.

5.1.2 Solution

In corporate information systems, it is necessary to build interfaces that connect various systems
such as ERP and MES. At Tada Seiki, the existing planning and management system, which
was built for each process, was not changed. The row-oriented data exported from various
systems is converted into a column-first format in the Data Hub. When necessary, the Data Hub
then reconverts it into a row-oriented format to meet the input requirements of existing systems.

Furthermore, within the newly created data hub system, there is no “data updates and deletions”
and inserted data continues to be saved. The data hub enables multi-dimensional analysis to
identify the reason for the changes in production plans based on the facts, and better production
plans can be developed that contribute to improving factory productivity.

5.2 A tangible fixed assets management package software (ProPlus by Pro-Ship)
5.2.1 Observed problems

The operation to calculate the residual value of tangible fixed assets involved maintaining
intermediate tables, often leading to time-consuming data retrospectives due to issues like
program bugs and changes in depreciation rules. These tables were kept for performance, but
if a software bug caused data irregularities, simply replacing the software was insufficient.
Introducing a bug-fixed version to other companies could create logical inconsistencies among
intermediate tables, resulting in a dilemma where the package software company, Pro-Ship,
could not apply the bug-fixed version to all ProPlus users immediately.
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5.2.2 Solution

By transitioning from a row-oriented to a column-first table structure, the need to retain
intermediate tables was eliminated. Consequently, the residual value of tangible fixed assets
can now be calculated on the fly using the original data (i.e., the raw data without any
modification), which enables flexible single version of Software as a Service for multiple
tenants without any customization.

5.3 Implications in logistics

Inventory quantities and transportation empty capacity are “derived item values” that change
over time and are calculated by combining multiple data sets. Timely understanding of these
values is crucial for improving business efficiency, requiring both accuracy and freshness of
data. Column-first fact management allows immediate access to derived values from raw data
without intermediate tables, facilitating easier software version upgrades.

Without intermediate tables, there’s no need to address incorrect data, simplifying decisions
when upgrading software used by many. If an intermediate table exists, backtracking data can
be time-consuming, complicating bug fixes and extending system downtime.

6. Conclusion

This study addresses database structure issues related to implementing the Physical Internet and
proposes a column-first data model as a solution. Through case studies, it is shown that this
model effectively describes complex logistics operations, such as “transshipment with
consolidation,” which traditional data modeling struggles to capture. The paper discusses
limitations and breakthroughs in description capabilities in database structures, a topic rarely
explored in IPIC. As the Physical Internet becomes more feasible, increased interest among
researchers and practitioners in data management and adaptation is anticipated. This study is
expected to stimulate further discussion and facilitate the early exchange of ideas.

The system infrastructure and applications for the Physical Internet is expected to evolve
gradually. This design philosophy that normalizes data structures is crucial to develop
effectively while leveraging existing system assets and to share data across the Physical Internet
nodes as well. The column-first data model, which allows for structural descriptions of abstract
concepts without natural language, is scalable in both complexity and progressive change,
making it a promising foundation for future challenges toward Ultra-Large-Scale Systems.
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1 Introduction

The Physical Internet envisions an open, globally interconnected logistics system in which
standardized modular containers are routed through a network of multimodal hubs (Montreuil,
2011). Unlike current traditional logistics practices, where fixed dispatch schedules and static
routing decisions often lead to underutilized truck capacity and suboptimal consolidation, the
Physical Internet envisions dynamic operations. When dynamically operating hubs in such a
system, three critical challenges must repeatedly be resolved concurrently at each hub
considering all containers arriving or already at the hub: determining which containers to
dispatch together (consolidation), selecting the optimal next hub (freight routing) for each
container, and deciding when to dispatch (timing) each multi-container shipment.

Previously proposed methods for inter-hub freight routing each container from origin to
destination essentially are based on finding and adopting a travel-time-based shortest path
across the hub network, while those for containerized shipment dispatch decisions have relied
on fixed schedules or simple volume thresholds. This is simple yet does not consider and
leverage the interdependencies between these decisions. In this paper, we propose an integrated
framework that combines dynamic freight routing with adaptive dispatch protocols. In
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particular, our framework dynamically assigns the next hub for each container while also
evaluating the current load, projected arrivals, and available slack time to determine the optimal
dispatch moment for each shipment.

2 Literature Review

The Physical Internet (PI) has attracted significant attention as a means to revolutionize logistics
operations through standardization, modularity, and decentralization (Montreuil et al., 2013).
Early studies primarily focused on static routing approaches, employing traditional shortest-
path algorithms. While effective under stable conditions, these methods fail to adapt to real-
time network fluctuations such as congestion or dynamic demand patterns. To address this,
more recent work has explored dynamic routing protocols, including directional routing
methods that identify candidate next hubs based on their geographic bearing relative to the
destination (Shaikh and Montreuil, 2024; Shaikh et al., 2025).

Separately, research on dispatch protocols has traditionally relied on fixed schedules or simple
capacity-based triggers to initiate dispatch decisions (Venkatadri et al., 2016; Chargui et al.,
2019). Shaikh and Montreuil (2023) introduced the Maximum Latency Time (MLT) concept to
enable containers to wait strategically for improved consolidation along fixed predetermined
paths. All these prior protocols did not account for the uncertainty and variability introduced
by dynamic routing environments.

Our contribution advances the field by integrating dynamic routing with adaptive dispatch
protocols within a decentralized framework. Specifically, we systematically analyze the
interplay between routing and dispatch decisions by evaluating combinations of destinational
and directional routing protocols with three levels of dispatch sophistication: fixed-threshold,
flow-aware, and dynamically adaptive consolidation protocols. This integration enables more
responsive and resilient hyperconnected logistics network capable of maintaining high
performance under fluctuating demand and congestion conditions.

3 Methodology

In this section, we describe the theoretical foundation of our integrated framework. We begin
by defining routing protocols, then detailing dispatch protocols, and finally explain how they
are combined into our operational framework.

3.1 Freight Routing Protocols

We consider two freight routing protocols: Destinational Routing (DER) and Directional
Routing (DIR).

In the destinational approach, the network is modeled as a directed graph with hubs as nodes
and travel times as edge weights. For container ¢ at hub h, the shortest path from h to dest(c) is
computed by minimizing the total delivery time:

shortest_path = arg min, {Z(i, jep travel_time(i, j) + Zkeprdwell_time(k)} 1)
where p' represents the set of intermediate hubs in path p, and dwell_time(k) is the estimated
processing time at hub k.

This shortest path, computed at hub entry in the network is adopted through its journey across
the network. Thus the next hub for ¢ at any hub along its journey is then the next hub along this
shortest path. This method is simple but does not adapt to real-time conditions.

Directional routing dynamically selects the next hub based on geographic alignment, service
level constraints, and dynamic conditions. The process comprises several steps:
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Bearing Calculation: For container ¢ at hub h with destination d, we calculate the bearing from
h to d.

Directional Neighbor Filtering: For each neighboring hub n, we compute the bearing bnn
from h to n. A neighbor is considered aligned if

|bpn — bag| < 6 or |bpn — bug| =360 — 6 (2)

where @ is a threshold (e.g., 50°). The set of directional neighbors is:

DN(h,d) = {n € H: (h,n) is an edge, |bh_n — bh_d| <6or |bh,n — bh_d| > 360 — 6} 3)
Service Level Feasibility: For each neighbor n € DN(h,d), we calculate the remaining time
for container c as:

remaining_time (c) = due (¢) —t 4)
Neighbor n is deemed service-feasible if:

traveltime ;) + traveltime, 4y + (handling_time (n) X ng(n,d)) < remaining_time(c) (5)

where nest(n,d) represents the estimated number of hubs between n and the destination d

Next Hub Selection: For each feasible neighbor n € FN(c), a tri-criteria score is computed
that balances consolidation opportunities, travel efficiency, and network congestion:

score(c,n) = a X cons_factor (h,n) — B X travelgmenn) — ¥ X congestion (n) (6)

where:
e 0, f5, and y are weighting parameters in the range [0,1]] witha + f+y=1
o cons_factor(h,n) quantifies the number of containers at h for which n is also feasible
o travel _time(h,n) is the transit time from hub h to neighbor n
e congestion(n) is the ratio of containers at or en route to n relative to its capacity

The next hub is chosen as:

next_hub (c) = arg max_score(c,n) @)
neFN(c)

If FN(c) is empty, a fallback strategy selects the neighbor closest to d.

In essence, directional routing computes the bearing from the current hub to the destination,
filters neighbors based on directional alignment and then evaluates service feasibility. Finally,
it selects the next hub using a scoring function that accounts for consolidation potential, travel
time, and congestion.

3.2 Dispatch Protocols

Efficient dispatch decisions are critical to achieving enhanced consolidation and high on-time
delivery performance within Physical Internet (PI) networks. In our framework, once a
container’s next hub is determined via the routing protocol, containers are grouped based on
their common next hub. We evaluate three dispatch protocols that represent a progression in
sophistication:

e Fixed Threshold Dispatch Protocol (FTD)
e Flow-Aware Dispatch Protocol (FAD)
« Dynamic Adaptive Consolidation Dispatch Protocol (DAC)
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Each protocol builds upon the previous level by incorporating additional adaptive criteria that
reflect real-time network conditions, service requirements, and consolidation opportunities.
3.2.1 Fixed Threshold Dispatch Protocol (FTD)

FTD Protocol serves as the baseline approach. In FTD, containers at a hub are grouped based
on their computed next hub, and a dispatch is initiated when either of the following triggers is
activated:

o Capacity Trigger: The group of containers reaches the full capacity of the truck.
e Time Trigger: Any container in the group has been waiting longer than a threshold.

FTD relies solely on static thresholds that are invariant with respect to real-time flow patterns,
service deadlines, or projected arrivals. Its simplicity establishes a reference point for assessing
more adaptive approaches.

3.2.2 Flow-Aware Dispatch Protocol (FTD)

FAD Protocol extends FTD by incorporating service-based waiting times, which are derived
from slack time calculations, and by taking into account containers that are already en route to
the current hub. The key components of FAD are as follows:

1. Slack Time Calculation
For a container ¢ at hub h, the overall slack is computed as:
slack(c, h) = max{0, due(c) — t — est_tt, 4os(cy) — handling _time (h) X ney } (8)

where t is the current time, est_tt is the estimated travel time and n_est is the estimated number
of hubs remaining.

2. Equal Slack Distribution

The overall slack is allocated equally across the estimated remaining hubs:
slack (c)

estimated remaining_hubs

(9)

AsnDwellTime,,, =

3. Latest Departure Time (LDT)

Rather than applying a uniform fixed waiting time, FAD computes a container-specific Latest
Departure Time at the current hub:

LDT(c, h) = arrival_time (c¢) + handling_time (h) + AsnDwellTime, (10)
4. En-route Container Consideration

FAD monitors containers that are en route to the current hub. If additional containers, sharing
the same computed next hub, are expected to arrive before the calculated LDT, dispatch is
deferred to improve consolidation.

By adapting waiting times based on computed slack and near-term arrivals, FAD is more
responsive than FTD, yet it does not consider network congestion or allow dynamic reallocation
of slack beyond the current hub.

DAC Protocol further refines FAD by explicitly integrating the concept of Maximum Latency
Time (MLT) to facilitate additional waiting time when consolidation opportunities justify a
delay. In previous work (Shaikh et al., 2021), the concept of Maximum Latency Time (MLT)
was introduced for scenarios with predetermined paths, where the number of remaining hubs
was fixed. In our current framework, container paths are dynamically estimated, so the total
available slack must be apportioned among the estimated remaining hubs. DAC allows a
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container's Latest Departure Time at the current hub to be extended by "borrowing” slack
allocated to subsequent hubs, provided that such delay does not compromise the overall
delivery deadline or induce network bottlenecks defined as hubs operating above 90% capacity
for extended periods, which can cause cascading delays throughout the network.

Let LDT,, denote the baseline Latest Departure Time for container c at the current hub n
computed as in FAD, and let AsnDwellTime ; be the anticipated dwell time for container c at
future hub i (with i = n + 1, ..., Nyemaining)- DAC defines Maximum Latency Time MLT, ,, as:

Mremaining

MLT.,, = LDT,, + m Z AsnDwellTime c, i |,

i=n+1

where m (with 0 < m < 1) is a flexibility parameter that dictates the fraction of future dwell
time that may be reallocated to the current hub.

DAC works according to the following operational mechanism:
1. Dynamic Decision-Making

DAC first calculates the available slack at the current hub as in FAD. Then it evaluates whether
extending the waiting period-up to MLT,, will likely result in better consolidation. This
decision is informed by the expected arrivals (through flow prediction) and real-time
monitoring of en-route containers.

2. Bottleneck Prevention
To preclude congestion, DAC continuously monitors hub congestion defined by:

containers_at h + containers_en route to h

tion(h) =
congestion(h) capacity (h)
If the congestion metric exceeds a predefined threshold, DAC curtails any additional waiting,
thereby ensuring that extended dwell times do not translate into bottlenecks.

3. Flow Prediction

By incorporating real time estimation of future container arrival times, DAC assesses the
potential gains from waiting. If enroute arrivals indicate significant consolidation benefits,
DAC allows the container to remain until nearing MLT, ,,; otherwise, dispatch occurs sooner.

DAC effectively permits containers to "borrow™ time from future hubs by extending the Latest
Departure Time under favorable consolidation circumstances. This dynamic adjustment is
balanced by congestion monitoring and urgency measures, ensuring that the extended dwell
time does not compromise overall service levels while enhancing consolidation opportunities.
This extends the MLT concept from predetermined paths (Shaikh et al., 2021) to a fully
dynamic routing context and incorporates new congestion-aware features, representing a
significant contribution of our current work.

4 Performance Evaluation and Simulation Results

We evaluate our integrated framework through an extensive simulation study that compares
both routing protocols (DER and DIR) across all three dispatch protocols (FTD, FAD, and
DAC). Our simulation environment models a transportation network in the Southeastern United
States, with ten origin hubs and two destination hubs. Each shipment has an associated service
level (1, 2, or 3), translating into delivery deadlines of 24, 48, or 72 hours, respectively.
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To ensure realistic freight flow patterns, container demands are gradually introduced into the
system rather than simultaneously. The origin, destination, service level, and creation time for
each container demand are randomly generated to reflect heterogeneous traffic patterns. Our
simulator explicitly models both vehicle-level processes (routing, scheduling) and freight-level
processes (loading, unloading, consolidation), distinguishing between truck operations and the
handling of consolidated loads (sets of containers grouped together at hubs for transport on a
single vehicle). Following digital freight matching principles, we assume trucks perform single
hub-to-hub movements rather than multi-hub routing.

4.1 Simulation Setup

Using destinational routing, each container demand follows the precomputed minimum travel-
time path from origin to destination through the hub network, with hub-to-hub edges designed
to respect driver hour limitations. Using directional routing, upon arrival at a hub, the system
dynamically identifies candidate next hubs within £50° of the bearing toward the destination,
selecting based on travel time, consolidation opportunities, and current congestion levels. Each
truck has a capacity of 40 containers, and dispatch decisions are implemented using three
distinct protocols FTD, FAD, and DAC that vary in sophistication as described previously.

We conducted simulations for five daily demand levels (500, 600, 1000, 2000, and 3000
shipments) across all six combinations of routing and dispatch protocols. All simulations were
run on the same network with identical service level distributions and time windows, ensuring
that observed differences can be attributed to the routing and dispatch protocols.

4.2 Simulation Results and Analysis

Our simulation experiments yielded comprehensive data comparing the routing protocols and
dispatch protocols across five demand levels. The next sections present the results, focusing on
key performance metrics: on-time delivery, resource utilization, and consolidation efficiency.

Table 1: On-time Delivery Performance (%)

Demand Level Shipments Routing Protocol FTD | FAD | DAC
Verv Low 500 Destinational 100 100 100
y Directional 100 | 100 | 100
Low 600 Destinational 100 100 100
Directional 100 100 100

Destinational 100 100 100

Moderate 1000 Directional 100 | 100 | 100
. Destinational 99.8 100 100
High 2000 Directional 99.9 | 100 | 100

. Destinational 97.2 98.1 99.2

Very High 3000 Directional 98.1 | 986 | 99.9

4.2.1 On-time Delivery Performance

Table 1 presents the on-time delivery performance across demand levels. At low to moderate
demand levels, both routing protocols maintain perfect on-time delivery across all protocols.
However, as demand increases to high and very high levels, performance begins to diverge.
The service degradation becomes particularly evident with the FTD protocol, where
destinational routing experiences a drop to 97.2% on-time delivery at very high demand, while
directional routing maintains 98.1% performance.

Most notably, the combination of directional routing with the DAC protocol demonstrates
remarkable resilience, maintaining 99.9% on-time delivery even at very high demand levels.
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This suggests that the adaptive nature of directional routing, when combined with intelligent
slack time management, creates a system that remains stable even under challenging conditions.

4.2.2 Resource Utilization

Resource efficiency was measured through trucks dispatched and total miles traveled illustrated
in Figure 1. The truck utilization data reveals several important patterns. First, across both
routing protocols, the progression from FTD to FAD to DAC results in substantial reductions
in required vehicles. Second, directional routing consistently requires fewer trucks than
destinational routing for the same protocol, with the difference becoming more pronounced at
higher demand levels. For example, at very high demand, DIR+FTD requires 16.3% fewer
trucks than DER+FTD.

The most efficient combination is directional routing with DAC, which at very high demand
requires only 480 trucks compared to 1198 for destinational routing with FTD—a 59.9%
reduction. This dramatic improvement illustrates the compounding benefits of combining
intelligent routing with adaptive dispatch timing. Interestingly, while both routing protocols
show similar total miles at low demand levels (with directional routing occasionally requiring
slightly more miles), directional routing demonstrates increasing advantage as demand rises.
At very high demand, directional routing with DAC achieves a 7.9% reduction in total miles
compared to destinational with DAC.

This pattern suggests that at lower demand levels, pure distance minimization through
destinational routing performs well, but as network complexity increases with higher demand,
directional routing's ability to distribute traffic and avoid congested areas becomes more
valuable, resulting in overall distance savings despite not explicitly optimizing for minimum
distance.

FTD Protocol FAD Protocol DAC Protocol

—— DER Trucks —— DER Trucks —— DER Trucks
1200 9 -~- DER Miles —=- DER Miles —=- DER Miles

DIR Trucks DIR Trucks DIR Trucks, 225
==+ DIR Miles ==+ DIR Miles 4 ==+ DIR Miles

1000 +

800 -

Trucks Dispatched
=
3

Total Miles (x1000)

500 600 1000 2000 3000 500 600 1000 2000 3000 500 600 1000 2000 3000
Demand (Number of Shipments) Demand (Number of Shipments) Demand (Number of Shipments)

Figure 1: Comparison across three dispatch protocols showing how Destinational routing (blue circles) and Directional
(orange squares) routing perform over five demand levels (500-3000 shipments). Solid lines plot Trucks Dispatched (left y-
axis), while dashed lines plot Total Miles Traveled (<1000, right y-axis).

4.2.3 Consolidation Efficiency

The fill rate metric directly measures consolidation efficiency—the percentage of truck capacity
utilized when dispatched. The fill rate data in Table 1 reveals several notable patterns. The DAC
protocol dramatically outperforms both FTD and FAD across all demand levels and for both
routing protocols. Directional routing consistently achieves higher fill rates than destinational
routing for the same protocol, with an absolute improvement of 6-7 percentage points across
most scenarios.
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Table 2: Average Fill Rate (%) by Demand Level and Protocol

Fill Rate Performance Across Protocols and Demand Levels

FAD FTD
TYNOLYNILS3a

DAC

FTD
10903014 Sunnoy

Dispatch Protocol

FAD
TYNOILO3HIa

DAC

71.4% 73.9% 75.7% 79.8% 81.0%

Very Low Moderate High Very High
Demand Level

The most striking observation is again the combined effect of DAC protocol with directional
routing, which achieves fill rates of up to 81% at very high demand—an improvement of 50.5
percentage points over the traditional approach (DER+FTD). This represents a transformative
improvement in vehicle utilization that would have significant economic and environmental
benefits in practical implementation.

4.2.4 Network Stability and Resilience

To better understand the mechanisms behind the observed performance differences, we
analyzed the formation of bottlenecks—defined as hubs operating above 90% capacity for
extended periods—across demand levels. Figure 3 shows the number of critical bottlenecks
observed during simulation.

The bottleneck analysis reveals a critical insight: while destinational routing creates an
increasing number of bottlenecks as demand grows (reaching 17 at very high demand),
directional routing dramatically reduces bottleneck formation (only 2 at very high demand).
This reduction in bottlenecks directly correlates with the improved on-time delivery
performance observed earlier. The mechanism behind this improvement is directional routing's
ability to distribute traffic more evenly across the network. By considering alternatives to the
shortest path when making routing decisions, directional routing prevents the concentration of
traffic that leads to bottlenecks in the destinational approach. This, in turn, reduces the
cascading delays that bottlenecks introduce into the system.

Network Bottlenecks vs. Demand Level

—e— Destinational Routing
1 =& Directional Routing

= = =
(=)} [Ce] N w [o5]

Number of Critical Bottlenecks
w

R

Ve ry‘ Low Low Moderate Hié h Very H igh
Demand Level

Figure 2: Number of Critical Bottlenecks (>90% Capacity) by Demand Level with DAC

o
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The simulation results demonstrate that path diversity increases with directional routing and
advanced dispatch protocols. While the destinational approach consistently routes shipments
through predetermined minimum-time corridors, the directional approach explores alternate
feasible routes as shown in Figures 4. This diversity becomes particularly valuable in high-
demand scenarios where traditional corridors experience congestion.

Figure 4 illustrates this effect by visualizing sample shipment paths between common origin-
destination pairs. With directional routing and DAC, shipments between the same origin-
destination pairs often follow diverse paths, distributing flow more evenly across the network
and avoiding congestion bottlenecks.
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Figure 3: Path Selection and Consolidation Efficiency: Destinational Routing (Left) and Directional Routing (Right)
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Figure 4: Visualizing Routing of Containers with the same Origin and Destination
(Destinational: Blue, Directional: Green)

5. Conclusion

Our simulation experiments demonstrate that both routing and dispatch protocols selection
significantly impact Physical Internet performance, with their effects becoming increasingly
pronounced at higher demand levels. The most significant finding is the remarkable synergy
achieved when combining directional routing with adaptive dispatch protocols. While each
component individually improves performance, their integration creates multiplicative benefits
through network load balancing, responsive consolidation, and reduced network oscillation.

The performance gap between the baseline DER + FTD protocols and the proposed DIR+DAC
protocols widens as demand increases. At very high demand, the DAC protocol achieves a
59.9% reduction in trucks dispatched compared to FTD, while maintaining higher service
levels. This demonstrates superior resilience under stress conditions, as directional routing
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maintains 99.9% on-time delivery with the DAC protocol at the highest demand level,
compared to 99.2% for destinational routing.

Beyond improving service levels, our proposed combination of DIR+DAC protocols offers
substantial operational and environmental benefits. The dramatic improvement in fill rates—
from 30.5% with the baseline DER+FTD protocols to 81.0% with our proposed DIR+DAC
protocols represents a transformative change in asset utilization. The 26.8% reduction in total
miles traveled, combined with higher fill rates, would significantly reduce carbon emissions,
fuel consumption, and road congestion, aligning with growing sustainability imperatives in the
logistics industry.

Implementing our proposed approach in real-world Pl networks requires consideration of
computational requirements, data integration needs, and parameter tuning. Directional routing
requires more computational resources than destinational routing, particularly for real-time
bearing calculations and scoring potential next hubs. The DAC protocol relies on accurate data
about container locations, hub capacities, and predicted arrivals, highlighting the importance of
standardized information exchange protocols across Pl participants.

6 Future Research

Our findings strongly support the potential of the Physical Internet to transform logistics
operations through standardization, modularity, and intelligent coordination. Our research
indicates that the traditional focus on minimizing direct travel time may be suboptimal in
hyperconnected Pl networks, where consolidation opportunities and network-wide traffic
distribution become increasingly important considerations.

Future research should explore the integration of time-dependent traffic data to enhance
responsiveness to real-world dynamics, including rush hour congestion, weather disruptions,
and infrastructure bottlenecks. Extending directional routing models to incorporate multi-
objective optimization balancing transit time, consolidation, congestion avoidance, and
environmental impact could further elevate network efficiency. Additionally, enhancing
dispatch decisions through predictive analytics, leveraging not only en-route containers but also
broader traffic forecasts, holds promise for improving the Dynamic Adaptive Consolidation
Dispatch Protocol (DAC).

Research should also investigate network design implications, multimodal integration
strategies, and collaborative decision-making frameworks among multiple stakeholders. Real-
world pilot studies will be essential to validate simulation findings, assess computational
scalability, and identify practical barriers to adoption. Finally, developing structured
approaches for the incremental transition from traditional logistics operations to fully realized
Physical Internet networks remains a critical area for future exploration.
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Abstract: The present paper explores the automation of vessel port call processes as a critical
advancement in maritime logistics, within the framework of the EU-funded AutoMoTIF project.
It presents a comprehensive simulation-based use case that incorporates autonomous tugboats
and Automated Mooring Systems (AMS) to enhance the berthing and unberthing of freight
vessels. Key technologies, operational frameworks, and coordination protocols are analyzed,
while a Key Performance Indicator (KPI) evaluation framework is proposed to assess the
operational, safety, environmental, economic, and societal impacts of automation. Moreover,
the research introduces an Open Reference Architecture for Digital Twins (DTs), offering a
modular and interoperable design tailored to smart port operations. This work contributes to
the broader digital transformation of maritime logistics, promoting efficiency, resilience, and
sustainability within multimodal supply chains.
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1 Introduction

Automation has brought drastic changes in many different disciplines during the last decades,
with freight transportation being one of them. While this evolution has opened new prospects,
a number of new challenges (De Alvis and Nam, 2024) and uncertainties (Dekhne et al., 2019)
associated with it made their appearance as well. Advanced technologies have been adapted
across all stages of the supply chain to address the growing demand for faster and more efficient
product delivery (Yang et al., 2021). As a key component of the freight industry, maritime
transport is also undergoing significant transformations, driven by the increasing use of
technological innovations and digitalization introduced to enhance safety, efficiency and
sustainability (Andrei and Scarlat, 2024).

The paper is part of the on-going research conducted in the context of the EU-funded
AutoMoTIF project. In this project, different use cases are employed to extract relevant user
needs and understand technological gaps which lead to the development of technical
specifications, different scenarios and concepts of operations, capturing different parts of the
freight transport and logistics chain. One of these use cases focuses on investigating the
potential advantages of utilizing automation across all phases of the port call process. The
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overarching objective is to identify the basic requirements for a seamless automated port call
process - this initially includes the vessel’s arrival at the port, entailing the initial
announcement, allocation of berth windows as well as the tugboats assignment, and continues
with the vessel’s manoeuvring and docking processes, both performed by the assigned tugboats.
This is followed by the stevedoring operations that secure the vessel on the quay to initiate the
cargo loading and unloading processes.

The relevance of this research to the Physical Internet (PI) concept lies in its alignment with the
PI’s vision of hyperconnected, interoperable logistics networks (Montreuil, 2011). (REF) By
introducing automation and standardized digital systems into the port call process, this study
supports the seamless integration of maritime operations into larger, intermodal logistics
ecosystems. Moreover, the AutoMoTIF open architecture framework proposed for Digital
Twins promotes modularity and data transparency—=key principles of the Physical Internet—
which can ultimately enable real-time coordination between sea, rail, and land-based logistics,
reducing fragmentation and maximizing resource efficiency

The remainder of the paper is structured as follows: Initially, a state-of-the-art analysis of
automated vessel calls is presented, followed by the description of the automated call process
as approached by the use case of AutoMoTIF. After that, the key performance indicators that
will be used to evaluate the results of the use case are outlined. Finally, the adaptation of the
proposed a new AutoMoTIF open reference architecture framework to the specific use case is
discussed and some general conclusions are drawn.

2 State-of-the-art analysis of automated vessel calls

The automation of vessel port call processes is a critical part of automating freight transport in
general, as they can be found in the intersection of maritime vessels with land-based logistics
networks. The calls comprise well-coordinated procedures that facilitate the seamless
movement of goods across borders and supply chains. Port call optimization needs to be
integrated with inbound and outbound logistics. Port operations are complex as they are
intended to serve sea and land transport simultaneously and consist of multiple actors who must
act cooperatively for the port to be an effective hub. The actors and systems involved in the
automated port call process concept are the following: Berth Allocation System (BAS), tugboat
personnel, autonomous tugboats, vessel, Automated Mooring System (AMS), Shore Control
Centre (SCC) operator, Vessel Traffic System (VTS) operator.

Current research on vessel automation is primarily focused on enhancing vessel autonomy
through the development of sophisticated navigation and control systems, addressing
communication and connectivity challenges, improving situational awareness for collision
avoidance and safety, and exploring commercial viability and necessary regulatory
frameworks. However, there are significant gaps related to the automated operation of vessels
when calling ports. Research that investigates parts of this process has been conducted in the
context of EC-funded projects such as MOSES, AEGIS, AUTOSHIP and SEAMLESS
focusing mainly on autonomous ship navigation, automated loading and unloading, automated
manoeuvring and docking and shore control stations that deal with the exchange of data
required for the technical integration rather than the business one (Segura et al., 2025).

The exchange of crucial information such as stowage plans, loading/discharging plans, berthing
place, etc. are often ignored thus making the adoption of automated vessel operations for
commercial exploitation practically impossible. The vessel calls phases involve a complex
interplay of activities implemented by different technologies, as presented in the following
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diagram (Figure 1). The differentiation in colour demonstrates that cargo operations (in orange)
Is a phase that is out of scope of the use case discussed herein.

1. Planning for 4. Unberthing

2. Berthing

arrival and Departure

Figure 1: The different stages of a port call process

Planning for arrival: The logistical planning for a port operation typically encompasses the
scheduling of berths and quay cranes, the planning of vessel routes, and the accurate prediction
of vessel arrival times. However, a significant challenge arises from the frequent deviations of
ships from their anticipated arrival times, which can lead to disruptions in the plan. The
technologies involved in the planning for arrival stage are described in the following table

(Table 1).

Table 1: Planning for arrival technologies

Planning for arrival

Port  Management | Description: Integrated software solutions are developed to manage internal port

System  (PMS) [/ | operations efficiently. Port authorities and terminal operators have the responsibility

Terminal Operating | for managing port facilities and operations. Over recent decades, these systems have

Systems (TOS) undergone significant advancements, integrating cutting-edge technologies to
enhance their functionality and effectiveness (Hernandez et al., 2024).
Current Applications: PMS/TOS is currently integrated in large ports, which have a
high volume of traffic and arrival.

Port  Collaborative | Description: PortCDM facilitates the exchange of operational information among key

Decision Making | stakeholders involved in port call processes. By centralizing all port call-related

(PortCDM) events in a single platform, the system provides a unified view of operations, enabling
better coordination and optimized planning for all parties. (Lind et al., 2019).
Current Applications: PortCDM meets the demands from shipping companies to
adjust just-in-time arrivals and departures.

Port Community | Description: PCS are digital collaborative platforms that enable seamless exchange

Systems (PCS) of information among a port’s many stakeholders. By integrating the various systems,

the PCS reduces duplication of effort, saves time, and improves communication
among all stakeholders. (Prasad et al., 2023).

Current Applications: fourth wave of PCS, since 2018. PCS are based on multimodal
service offerings, offered on the cloud and linked to other external digital logistics
platforms, adopting Industry 4.0 technologies.

Vessel Traffic System
(VTS)

Description: VTS is a maritime traffic monitoring system operated by port authorities
to ensure safe and efficient vessel movements in the port area. The system uses radars,
Automatic Identification System (AIS), and CCTV to track vessels in real time
(Vessel Traffic Services, n.d.).

Current Applications: Operators provide real-time guidance and instructions to the
vessel, coordinating traffic and preventing collisions with other ships.

Radio Frequency
Identification (RFID)

Description: RFID is a technology that uses radio waves to identify and track
container movements within the port, from arrival to loading/unloading. They consist
of RFID tags (small electronic devices) and RFID readers that transmit and receive
radio signals (Shi, et al., 2011). They are also used in Automated Gate Operations,
allowing the entry and exit of trucks and containers, and for automated data collection
and paperless transactions.
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Current Applications: largely implemented in operational procedures in port-based
container logistics. (Shi et al., 2011)

Satellite Description: Low-Earth Orbit (LEO) Satellite Connectivity, MEO Satellite (GNSS)
communication and GEO Satellites (SATCOM) provides reliable and high-speed internet access to
systems ships operating, telecommunications, broadcasting and weather forecasting (IEC

Telecom, 2023).

Current Applications: While MEO and GEO are mature technologies, LEO satellites
are considered relatively mature.

Berthing and unberthing: Proper berthing is crucial for ensuring safety, efficiency, and the
smooth operation of maritime activities. It requires coordination between the vessel's crew and
port authorities, as well as consideration of factors such as tide, weather, and vessel size. By
incorporating the technologies presented in Table 2, ports can improve the efficiency and safety
of berthing operations, ultimately enhancing the overall effectiveness of maritime transport.
Unberthing and departure are the concluding phases of a vessel’s stay in port, marking the
beginning of its voyage. These processes require careful coordination, precision, and adherence
to safety protocols.

Table 2: Berthing/Unberthing technologies
Berthing / Unberthing

Berth  Allocation | Description: The Berth Allocation Systems optimizes the allocation of berths to vessels,
System (BAS) providing a solution to the Berth Allocation Problem (BAP), a logistical challenge that
arises in ports when determining how to optimally allocate available berths to incoming
vessels to minimize waiting times.

Existing different categories of BAP: discrete (for berthing and unberthing),
continuous, and hybrid. Many studies have focused on single quay, and few for the
Multi-Quay BAP (Aslam et al. 2023)

Current Applications: The single quay is the most used (Port of Limassol in Cyprus,
has seven continuous berthing quays) while the implementation of the multiple quays
is currently underway.

Dynamic Description: DPS is an advanced technology used to maintain a vessel’s position and

Positioning Systems | heading without the use of anchors making it easier to control their movements during

(DPS) berthing and unberthing operations. The implementation of DPS requires the vessel to
be equipped with azimuth type propulsion, instead of the conventional rudder-propeller
arrangement.

Current Applications: DPS is currently used in special purpose vessels, such as
Offshore Support Vessels, tugboats, small cargo ships.

Automated Description: ABS focuses on the physical process of docking a ship by using advanced
Berthing  System | algorithms and sensors (e.g. LIDAR) onboard to help ships dock safely and efficiently
(ABS) using their own propulsion means.

Current Applications: ABS is currently in the research and development phase with
some successful pilot demonstrations of vessels berthing automatically in Europe and

Japan*?.
Terminal Logic | Description: Refers to a system or interface used to manage and control terminal
Control Interface | activities effectively. TLC can automate several processes, such as gate operations,
(TLC) cargo tracking, and billing, reducing manual intervention and increasing accuracy.

Current Applications: currently used in automatic stacking and automated cranes and
vehicles, integrated with TOS and PCS for better coordination with stakeholders.
Terrestrial digital | Description: Terrestrial digital communications enable connectivity and real-time data
communications exchange for loT devices, machine-to-machine (M2M) communications, and user
group alerting services.

L https://www.nippon.com/en/japan-topics/g02047/
2 https://maritime-executive.com/article/european-space-agency-sponsors-grimaldi-project-for-automated-
berthing
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Low-Power Wide-Area Network:

-LoRaWAN and 0G Network technology: Used to connect low-power sensors over
long distances using low energy. It enables low-bandwidth, low-power communication.
Ideal for IoT sensor communication that does not require high data rates, such as
container location and environmental condition monitoring.

-Cellular networks: 4G LTE and 5G connects mobile devices and sensors in real-time
providing low latency and higher data speeds, ideal for more complex applications. In
ports, they give access to remote control of cranes, autonomous vehicles, and real-time
logistics management in the port.

Current applications: Terrestrial digital communication technologies are increasingly
essential in the context of ships equipped with intelligent technologies.

Automated Description: AMS are advanced technologies used in ports to securely and efficiently
Mooring  Systems | moor vessels. They are essentially robotic systems that can automatically handle the
(AMS) process of attaching and detaching mooring lines to a vessel, or that eliminate the need

for using mooring lines completely by using vacuum-based attachment methods. These
systems reduce the need for manual labour and minimize the risks associated with
handling mooring lines both onboard the vessel by the Deck team and onshore and by
the port stevedores.

Current Applications: Examples of existing AMS include Trelleborg’s® AutoMoor™
and Cavotec’s* Moormaster™ vacuum-based systems, Mampaey’s Intelligent Dock
Locking System® magnetic mooring system, and MacGregor’s® robotic system for
handling mooring lines.

Information Description: Ports are increasingly implementing systems that exploit real-time
Systems information from sensors (e.g. weather, air quality etc.) in order to facilitate decision-

making in port operations.

Current Applications: An example application is the Port of Rotterdam that has
implemented a smart mooring solution as part of their digitalisation strategy to predict
the impact that storms and adverse weather will have on moored vessels, providing
users in the port with the much-needed time to prepare and avoid incidents in the port.
(Port Technology International, 2021).

Autonomous Description: Autonomous tugboats are highly automated vessels equipped with
Tugboats advanced technology, incl. sensors, computers, and propulsion systems that enable

them to navigate and manoeuvre with minimal or no human intervention.

Current Applications: Automated tugboats are not a fully mature technology, and they
are not widely implemented, although significant advancements are being made.
Several industry-led projects have explored the capabilities of autonomous tugboats,
including the following (Hensen, 2021):

2017: remote control demonstration of the Svitzer Hermod in the port of Copenhagen
(Rolls-Royce and Svitzer).

2018: remote control demonstration of the Kotug RT Bocum in the port of Rotterdam
from a control station in Marseille.

2020: Intellitug project that aims to retrofit a harbour tug for enabling autonomous
navigation (Wirtsili, PSA Marine, Lloyd’s Register, the Technology Centre for
Offshore and Marine Singapore (TCOMS), and co-funded by Maritime and Port
Authority of Singapore’s Maritime Innovation and Technology Fund).

2021: RECOTUG project aimed at developing a remotely controlled tugboat capable
of conducting a full towage operation (Svitzer A/S, Kongsberg Maritime and ABS).
2021: Damen designed and built tugboat Nellie Bly, outfitted with the Sea Machines
Robotics autonomy system SM300, which conducted 342 collision avoidance
manoeuvres during a 1000 nm voyage around Denmark while being remotely
controlled from the US’.

8 https://www.trelleborg.com/en/marine-and-infrastructure/products-solutions-and-services/marine/docking-and-
mooring/automated-mooring-systems/automoor

4 https://www.cavotec.com/en/your-applications/ports-maritime/automated-mooring

5 https://twd.nl/projects/structural-design-for-mampaeys-intelligent-docklocking-system/

6 https://www.macgregor.com/intelligent-solutions/automated-mooring-system/

7 https://www.rivieramm.com/news-content-hub/news-content-hub/halfway-mark-reached-for-the-autonomous-machine-
odyssey-67916
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Furthermore, the EU-funded research project MOSES developed a concept for an
autonomous tughoat swarm that is monitored through a remote-control station. The
project developed a machine-learning based algorithm for controlling the swarm and
demonstrated the concept in a Pilot demonstration in Denmark.

The automation of the port call process relates to the governance, operational, and digital
dimensions of the Physical Internet, which have been identified by Fahim et al. (2021a) with
respect to port development. In terms of governance, rules and protocols will need to be
developed to facilitate interconnectivity between the different actors and autonomous systems
involved in the process. In the operational dimension, automation will change how the
manoeuvring and mooring operations are conducted by integrating the tugboats and mooring
systems as autonomous agents. In the digital dimension, the various information systems that
need to be integrated will facilitate information flow through the different parts of the transport
network and support decision-making.

Specifically, the automated port call process will contribute to the following port performance
criteria, which have been identified by Fahim et al. (2021b) and are expected to play a role in
port selection in the Physical Internet paradigm. The quality of the port’s Level of Service (LoS)
will be increased by minimizing the time to berth to which an increase in availability of port
tugboat services will also contribute. Automating tugboat and mooring services are expected to
improve safety as less humans will be involved in hazardous tasks, as well as improving the
level of the port’s automation. Furthermore, the automation and the level of network
interconnectivity, which will be required to acquire the necessary information from the supply
chain (i.e. calling vessel characteristics, type of cargo) and the port (i.e. berth availability), will
increase the port’s “smartness” with respect to optimizing the manoeuvring and the berth
allocation processes.

3 The automated port call process in AutoMoTIF

In AutoMoTIF, the entire process of berthing and unberthing will be simulated at a generic port
(i.e. container terminal), to replicate the complex interactions among the process key players
under the assumption that the operation will be performed by fully autonomous tugboats (i.e.,
without a master onboard) and that an Automated Mooring System (AMS) is installed at the
quay. The simulation will incorporate various key parameters for the process, such as weather
conditions, size of the vessel, number of tugboats, significant wave etc. The outcome of the
simulation, together with the results of the rest of AutoMoTIF use cases that will simulate
automated port operations, automated shunting as a service-oriented platform and automated
multimodal terminal operations, will then be used to validate a new proposed open reference
architecture framework for Digital Twins (DT), one of the most prominent emerging
technologies in the field.
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During the planning of arrival phase, the vessel provides the port the ship-specific data as
required by the Maritime Single Window (e.g. length, draught, type of cargo, Estimated Time
of Arrival, EDI files, etc). Using this information combined with the maritime traffic at the port,
the BAS assigns the
B - — vessel to a berth. When
prsomer_| M M @Q M the vessel reaches the
Mission profile: Vesse,l Berth, Meeting Point anchorage’ the
' : i : | ‘ autonomous tugboats
receive a mission profile

sd Automated berthing and unberthing /

Berth Allocatlon
System

M;ssiun profile: Vessel, Beglh

| Townes soorea from the BAS, which
5 e | | : includes  the  vessel
o sae '; characteristics, the
A : : location where they will
Tugboat/\/esselpo;swlionsandspeeds meet the vessel, and the

location of the allocated
berth (Figure 2). The

Mooring status

Ko PO weathorcondtons mission profile is also

: - 5 5 5 5 sent to the AMS that is
Figure 2: Diagram of interactions between components in the positioned at the
automation framework allocated berth. The

autonomous  tugboats
navigate towards the designated meeting point and the tow lines are secured by the onboard
personnel.

During the autonomous manoeuvring process, the autonomous tugboats receive information
from external information systems, such as the VTS and AIS regarding the maritime traffic
within the port limits, and port weather stations regarding the environmental conditions. The
operation is also remotely monitored by a shore-based operator in-the-loop based on operational
data, such as the positions and speeds of the vessels involved, received from the autonomous
tugboats and the AMS. The autonomous tugboats manoeuvre the vessel close to the designated
berth in a predefined position and then the AMS is triggered by receiving the data from the
autonomous tugboats that the vessel is in the berthing position. The AMS then secures the
vessel at the berth and notifies the autonomous tugboats to disengage and also notifies the port
that the berthing process has been successfully concluded.

4 Key Performance Indicators

An important part of the introduction of automation of any kind in the transport and logistics
field is undoubtfully the evaluation of its potential impact. For this reason, this section presents
and discusses the Key Performance Indicators (KPIs) identified in AutoMoTIF for the use case
of automated berthing and unberthing of freight vessels. The outlined KPIs cover several impact
areas, i.e., operational efficiency, safety, environment, economy, and society (Hadjidimitriou,
2025).

The KPI framework for the use case is designed to assess various aspects of the automated
system, ensuring a holistic evaluation that covers technical performance, environmental
sustainability, economic viability, and societal impact. By leveraging both time-sensitive and
resource-specific data, the framework aims to provide actionable insights into the performance
of berthing and unberthing processes under varying conditions (Hadjidimitriou, 2025).
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KPIs in Operational Efficiency measure the speed and smoothness of vessel maneuvering and
docking. The following list of seven KPIs is critical for understanding how effectively the
automated system reduces turnaround times and minimizes disruptions.

Manoeuvring and Docking Duration: This KPI measures the time required for a vessel to berth
and unberth within the port area. Specifically, it captures the duration of the entire berthing
process (i.e., from the anchorage point to being moored at the quay) and the unberthing process
(i.e., from the quay to the sailing point). It provides a clear indication of the system's efficiency
in reducing turnaround time and streamlining the port call process. Data collection will focus
on the duration of operations across different weather conditions, ensuring a comprehensive
performance assessment.

Number of Tugboat Movements: By tracking the number of directional changes or movements
performed by tugboats during the berthing and unberthing processes, this indicator quantifies
the operational dynamics. Monitoring these movements under varying weather conditions helps
to pinpoint inefficiencies and potential areas for process improvement.

Safety-related metrics focus on the risk exposure for humans involved in berthing and
unberthing processes. A key objective is to evaluate whether automation can lower the number
of personnel required, thereby potentially reducing humans at risk.

Number of Humans at Risk: This safety metric assesses the number of crew members required
on tugboats during port calls. The goal is to reduce human involvement in potentially hazardous
operations through automation, thereby enhancing overall safety. The KPI is measured by
counting the total number of personnel on board tugboats during these operations.

Environmental KPIs monitor the ecological footprint of the operation, including pollutant
emissions and energy consumption. These measures help in assessing the sustainability of the
automated process under different weather conditions.

Emissions: This environmental KPI quantifies the emissions produced by both the tugboats and
the vessel during berthing and unberthing. Tracking the type and volume of emissions under
different weather conditions allows for an assessment of the operation's environmental impact
and helps identify areas for improvement.

Consumed Energy: Measuring the energy consumption of the tugboats during these operations
provides another key environmental metric. The KPI focuses on total fuel consumption,
highlighting the energy efficiency of the system and identifying opportunities to optimize fuel
usage under various operational conditions.

Economic performance is evaluated by examining operational expenses. This KPI provides
insight into the cost efficiency of running the tugboat services during berthing and unberthing,
an important factor in overall project feasibility.

Operational Expenses of Tugboat Service: This metric tracks the cost associated with operating
tugboats during berthing and unberthing. It is essential for evaluating the economic feasibility
of the automated system. By monitoring these expenses, stakeholders can perform a detailed
cost-benefit analysis to determine the financial viability of the process.

The societal impact is captured by assessing personnel requirements. This metric is crucial for
understanding the potential workforce implications of transitioning from conventional to
automated operations.

Personnel: This KPI measures the number of crew members needed to operate the tugboats. It
serves as a direct indicator of the potential workforce reduction and improved operational safety
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that automation might offer. The focus is on determining the optimal crewing levels required
for efficient operation under the new automated system.

5 The AutoMoTIF Open Reference Architecture Framework for
Digital Twins adapted to berthing and unberthing of freight
vessels

One of the most prominent emerging technologies in the field of transport and logistics is the
Digital Twin (DT), the rapid evolution of which has brought significant advancements, but it
has also introduced new challenges that must be addressed in today’s era that is characterized
by an increased demand for open, modular, interoperable and scalable systems. As DTs
transition to open architecture items as well, the complexity of managing diverse data sources,
integrating legacy systems, and enabling advanced functionalities has grown significantly (Klar
et al., 2024). Some additional challenges are ensuring security in data exchange and data
governance and the required customization according to domain-specific requirements. The
Open Digital Twin Reference Architecture framework that is developed in the context of the
AutoMoTIF project aims to address these challenges.

The framework provides a structured and modular approach to designing DTs that meet the
demands of interoperability and scalability while also offering a foundation for future
advancements. By focusing on three key layers, namely, external integration, core functionality,
and intermediary integration mechanisms, this architecture ensures a seamless flow of data and
operations between external systems and the DTs’ internal components (McKee, 2023). The
Open Reference Architecture is specifically designed to overcome the limitations of traditional
closed systems, which are often difficult to expand, providing a framework that is modular,
interoperable, and expandable, enabling the seamless integration of external components, tools,
and technologies from various providers. This openness does not imply that the system is “free”
or unregulated; instead, it refers to the system’s ability to interoperate with diverse external
modules while maintaining a standardized core (Klar et al., 2024).

Figure 3 provides a comprehensive overview of the automated berthing and unberthing process
for freight vessels at a port, adapted to the proposed framework. The process is structured across
three interconnected layers: the outer, middle, and inner layers. These layers work together to
create a detailed simulation of the use case, integrating real data and artificial intelligence
models to optimize port operations.

The outer layer serves as the foundation, incorporating critical input parameters that influence
the system's operations. These inputs include navigational data, continuous monitoring of
unmanned tugboats and containerships, and the automation of mooring, berthing, and
unberthing. Additionally, this layer accounts for various environmental and operational factors,
such as weather conditions, vessel characteristics, tugboat specifications, predefined operating
rules, and port infrastructure details. Lastly, it highlights the selected simulation platform for
the deployment of the simulation of the use case, which is Unity 3D. These elements together
establish the constraints and variables necessary to form the fundamental structure of our
simulation.
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The middle layer functions as the central processing unit of the system, managing data flows,
system interactions, and communication between different components. The APl Gateway
ensures seamless and secure data exchange between external sources and the simulation
environment, such as port data and port call information. Meanwhile, the data processing and
transformation unit cleans, organizes, and structures raw input data, making it suitable for
analysis and simulation. The workflow orchestrator synchronizes various tasks, ensuring the
smooth execution of berthing and unberthing procedures, while the event handling and
notification system enables users to select which scenario they want to execute. This includes
options related to environmental conditions, port vessel traffic, and vessel size. Acting as a
bridge between the inner and outer
AUTOMATED BERTHING/UNBERTHING OF FREIGHT VESSELS Iayers’ th iS Iayer ensures that al I
) elements function in harmony to

Berting & Unberthing facilitate automation procedures.

Process

| Continuous process

Automated Vessel Monitoring of

Planning of Arrival at
Calls

the Port

| ” ‘ The inner layer serves as the core of the
. simulation, integrating and coordinating

o - all the preceding layers to execute the

| | simulation process effectively. The

Wodels poi Simultion Enolnes Business Rules Engine ensures that all
| automated decisions comply with
predefined  operational  regulations

ﬁ governing the berthing and unberthing

of vessels. Furthermore, the Information
Model structures the data flow, enabling

| unmanned tugs

avigation of Tugbaats (Al)
Contalnerships

MIDDLE LAYER

F ] smooth data retrieval and analysis
l 1 ' related to the port, vessels, and tugboats.
ey e i  Notiieation Simultaneously, the Simulation and
' : Analysis  Controller manages the
 execution of various user-selected
> . scenarios, ensuring accurate and